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The authors assess the suitability of repeated-measures regression (RMR) to analyze multilevel data in four popular multilevel research designs by comparing results of RMR analyses to results of analyses using techniques known to produce correct results in these designs. The findings indicate that RMR may be suitable for only a small number of situations and that repeated-measures ANOVA, multivariate repeated-measures ANOVA, and multilevel modeling may be better suited to analyze multilevel data under most circumstances. The authors conclude by offering recommendations regarding the appropriateness of the different techniques given the different research designs.
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Interest in research that acknowledges multiple levels of theory and analysis has been on the increase in organizational research (e.g., Chan, 1998b; Klein & Kozlowski, 2000; Klein, Tosi, & Cannella, 1999). This increase in multilevel research has given rise to analytical techniques specifically suited for multilevel modeling (Klein & Kozlowski, 2000), as well as greater use of repeated-measures analyses (Bergh, 1995). In fact, a review of three major journals in which organizational researchers publish *(Journal of Applied Psychology, Per-
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sonnel Psychology, and Organizational Behavior and Human Decision Processes) revealed that of the 677 articles published between 2000 and 2003, 13% involved some type of multilevel modeling and 76% of these studies used some form of repeated-measures analysis (repeated-measures ANOVA, multivariate repeated-measures ANOVA, or repeated-measures regression). In general, the rise in interest in multilevel modeling over the past decade has resulted not only in an increase in the number of studies using conventional repeated-measures ANOVA but also in the use of repeated-measures regression (RMR). RMR has been largely the method of choice for researchers performing multilevel studies investigating decision making in team contexts (e.g., Beersma et al., 2003; Hollenbeck, Ilgen, LePine, Colquitt, & Hedlund, 1998; Hollenbeck, Ilgen, & Sego, 1994; Hollenbeck et al., 1995; Marks, Zaccaro, & Mathieu, 2000; Phillips, 2001). RMR has also been used to address other substantive questions in multilevel research. For example, Ryan, McFarland, Baron, and Page (1999) used RMR to assess how much variance in staffing practices was attributable to each of national and cultural differences.

Despite this use of RMR, there are few lucid examinations of the technique’s efficacy for multilevel designs (Gully, 1997; Lorch & Myers, 1990), especially as compared to that of repeated-measures ANOVA (for instance, see Keselman, Algina, & Kowalchuk, 2001) or multilevel modeling (MLM) techniques such as hierarchical linear modeling (HLM; for instance, see Hofmann, Griffin, & Gavin, 2000). The rise of RMR in multilevel research is enough in itself to warrant a further investigation of its utility for such purposes. But such an examination is especially pertinent given the technique’s apparent simplicity. RMR is relatively simple to learn: It is an extension of familiar repeated-measures ANOVA and builds on standard regression analyses (by manually adjusting results to reflect the relevant levels of analysis). Yet at the same time, RMR appears to be similar to much more sophisticated MLM techniques (e.g., HLM). RMR explicitly partitions and models within and between variance and also appears to be appropriate for continuous as well as categorical data (Cohen & Cohen, 1983; Gully, 1994, 1997; Hollenbeck et al., 1994; Pedhazur, 1982). Thus, it appears that RMR is the best of both worlds: Similar to the more sophisticated techniques, it explicitly takes into account nesting of the data at multiple levels and apparently can handle continuous variables. At the same time, it also maintains the simplicity of the more familiar approaches. If this latter point proves to be the case, then although newer, more complex statistical techniques may be tailored more specifically to analyze multilevel data, there is the question of whether such techniques outperform this simpler approach that is easier to learn and use.

To accomplish our goal of assessing the suitability of RMR to analyze multilevel data, we consider a subset of straightforward multilevel designs that highlight issues appropriate to the comparison of RMR relative to other techniques that are known to be correct given the relevant design. In making these assessments, we give priority to the adequacy of parameter estimates and statistical tests. When there are no differences across the techniques, we consider simplicity and clarity of presentation in our assessment. Thus, the practical contribution of this research is that we are able to offer guidance concerning when RMR may be most and least appropriate when conducting multilevel research. Of course, this approach also allows us to compare results of the different analytic techniques in each of the multilevel research designs, and as a consequence, we can offer recommendations regarding which technique is best suited for each design. Therefore, there is a broader practical contribution of this
research beyond just an assessment of RMR, and we expect that our findings will complement other treatments of the issue (e.g., Klein et al., 2000).

To facilitate our assessment of RMR, we intentionally examine four organizationally relevant scenarios in their simplest form: (a) a repeated-measures design in which there is one within-subjects factor, (b) a between-groups design in which the only independent variable is group membership, (c) a between-groups design with one continuous group-level independent variable, and (d) a design in which there is a single continuous individual-level variable. The examination of each research design at a basic level allows for the focus on the problems/capabilities of each analytical technique examined for the particular design. RMR is compared to repeated-measures ANOVA and multivariate repeated-measures ANOVA in the first design, as the properties of these techniques are well known for such a design. We also examine what, if any, benefits MLM analyses bring to such a simple design, thereby providing a more specific complement to the more general design provided by Hox’s (2002) comparison of multivariate ANOVA and MLM for a design with within-subjects and between-subjects factors. RMR is compared to repeated-measures ANOVA and MLM in the second design, again given the known properties of the latter techniques. We then assess RMR’s capabilities for the final two designs as compared to the known capabilities of MLM for these designs. Recommendations are provided at the end of each section. Finally, we conclude with an overview of the findings and a discussion of their implications for the application of RMR to more complex designs involving more than one continuous variable.

Four Cases of Multilevel Designs

Multilevel Designs With One Within-Group Factor

We first consider a straightforward repeated-measures design in which there is one within-subjects factor. In an organizational context, such a design might be used to assess the effects of individual job experience on individual job performance. We examine several alternative analytic techniques that can be used for this design: repeated-measures ANOVA, multivariate repeated-measures ANOVA, RMR, and MLM. Considering this design is important, not only because of its familiarity and usefulness to organizational scholars but also because it allows us to illustrate the effect, even in a very simple design, of a violation of the sphericity assumption.

The sphericity assumption is an assumption made in several of the analytic techniques under consideration and is relevant to the pattern of the variances and covariances for the scores obtained under the various treatments. The assumption implies that the covariance for each pair of treatments is a function of three parameters: the variance for the first repeated measure in the pair, the variance for the second repeated measure in the pair, and a parameter that is common to all covariances:

$$\sigma_{xy} = (\sigma_{x}^{2} + \sigma_{y}^{2}) / 2 - \lambda.$$  \(1\)

In Equation 1, the subscripts \(t\) and \(t'\) denote any two treatments. When the sphericity assumption is not satisfied, inferences using procedures that make the sphericity assumption will be incorrect. This is especially pertinent when examining questions such as the effect of job experience on job performance. For example, Chan (1998a) highlights how the spheric-
Table 1
ANOVA Results for Repeated-Measures Design With One Within-Subjects Factor

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment</td>
<td>6</td>
<td>0.07504791</td>
<td>0.01250799</td>
<td>3.23</td>
<td>.0072</td>
</tr>
<tr>
<td>Participants</td>
<td>12</td>
<td>0.57720376</td>
<td>0.04810031</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Error</td>
<td>72</td>
<td>0.27857009</td>
<td>0.00386903</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: df = degrees of freedom; SS = sum of squares; MS = mean squares.

Sphericity assumption is most likely violated when considering intraindividual change over time. Let \( C_{t+1,t} = X_{t+1} - X_t \) be the change score for time point \( t \) and the next time point, that is, time point \( t+1 \). Although the sphericity assumption implies that the variance of \( C_{t+1,t} \) is the same for all such pairs of time points, individuals may systematically differ in their individual growth parameters. In other words, it is reasonable to expect that the rate of change in performance over time will differ across individuals, and thus the variance of the change scores will also increase over time. When using ANOVA, the use of an \( F \) statistic that does not adjust the degrees of freedom for violation of this assumption results in a Type I error rate that is larger than the \( \alpha \) used as a comparison for the \( p \) value. Consequently, the null hypothesis will be rejected more frequently than it should be (Box, 1954).

ANOVA. Table 1 contains the results of an ANOVA of data collected in a design with one within-subjects factor with \( T = 7 \) repeated measurements of \( n = 13 \) participants. For instance, if examining the effect of individual job experience on job performance, this data structure is similar to collecting a measure of the job performance for 13 different individuals over 7 relevant intervals of time (i.e., month or year). The \( p \) value is calculated as the area beyond \( F = 3.23 \) in an \( F \) distribution with \( T - 1 = 6 \) and \( (n - 1)(T - 1) \) degrees of freedom, apparently indicating a significant effect of treatment \( (p < .01) \). However, as just discussed, these degrees of freedom are correct only if the data meet the sphericity assumption. When the sphericity assumption is not correct, an adjusted \( F \) test, such as the Huynh & Feldt (HF; 1976) \( \varepsilon \)-approximate \( F \) test, must be used. This adjustment corrects the degrees of freedom, using Box’s epsilon, \( \varepsilon \), such that the degrees of freedom are \( \varepsilon(T - 1) \) and \( \varepsilon(n - 1)(T - 1) \). In general, \( \varepsilon \) must be between \( 1/(T - 1) \) and 1.0, with values near 1.0 indicating less severe violations of sphericity.

For the current data, the HF estimate of \( \varepsilon \) is \( \bar{\varepsilon} = .2361 \) (which is near the lower limit of 1/6), suggesting a violation of the sphericity assumption. (See Huynh & Feldt, 1976, for the formula for \( \bar{\varepsilon} \).) The estimated HF approximate degrees of freedom are \( .2361 \times 6 = 1.42 \) and \( .2361 \times 72 = 17.00 \). The corrected estimate of the \( p \) value is the area beyond 3.23 in the \( F \) distribution with 1.42 and 17.00 degrees of freedom. This is \( p = .0719 \), and the treatment effect is not significant. It should be noted that ANOVA and general linear modeling (GLM) procedures in programs such as SAS and SPSS routinely calculate the corrected \( p \) value. Thus, ANOVA is a viable method for this simple design, as long as the proper adjustments are made when the sphericity assumption is violated.

It is worth noting that it is well known that under the assumption of multivariate normality, the sphericity assumption can be tested by using the likelihood ratio test (see, e.g., Hox, 2002). The likelihood ratio is the basis for the Mauchly test produced in SAS and SPSS. The availability of this test suggests the following strategy for using the test of the sphericity...
assumption: If the assumption is not rejected, use repeated-measures ANOVA without the adjusted degrees of freedom; if it is rejected, use repeated-measures ANOVA with the adjusted degrees of freedom (alternatively, one could use multivariate repeated-measures ANOVA, or MLM; see below). Keselman, Rogan, Mendoza, and Breen (1980) compared this strategy to always using repeated-measures ANOVA with the adjusted degrees of freedom and found that the two procedures have similar Type I error rates and power, so testing for sphericity seems to be unnecessary.

**Multivariate repeated-measures ANOVA.** An alternative to the just described univariate ANOVA approach is a multivariate repeated-measures ANOVA. For the current data, this approach yields $F(6, 72) = 58.58, p < .05$. This analysis is based on the assumption that the repeated measurements are drawn from a multivariate normal distribution and that scores for different participants are independent of one another. These assumptions are also made by all the other methods discussed in this section, including the ANOVA technique just discussed. The multivariate approach is not based on the sphericity assumption, however. Instead, this approach makes no assumption about the variances and covariances for the scores obtained under the various treatments. The variances and covariances are said to be unstructured. The multivariate approach applied to the data indicates a significant treatment effect, whereas the adjusted univariate test did not. These results are consistent with those of Algina and Keselman (1997), who provide evidence that the multivariate approach will have greater power than that for the univariate approach when $\epsilon$ is small. Recall in the analysis above that $\tilde{\epsilon} = .2361$ is relatively small, as it is near the lower limit of 1/6, suggesting a severe violation of sphericity. In sum, the validity of the $F$ test in the multivariate analysis of repeated measures is not affected by whether the data meet the sphericity assumption and will often be more powerful than the ANOVA approach.

**Repeated-measures regression.** The RMR approach uses the following test statistic

$$ F = \frac{(n-1)(T-1)}{T-1} \frac{R^2_{\text{MIV}}}{1 - R^2_{\text{MIV}}} \quad (2) $$

under the assumption that the $F$ statistic has degrees of freedom of $T-1 = 6$ and $(n-1)(T-1) = 72$. In the test statistic, $R^2_{\text{MIV}}$ is the squared multiple correlation for a model predicting scores on the dependent variable from a model with six dummy-coded variables indicating the treatment level in which the score was obtained and $R^2_{\text{MIV}}$ is the squared multiple correlation for a model predicting scores on the dependent variable from a model with 12 dummy variables indicating the person who contributed the score. The calculated value of the test statistic is

$$ F = \frac{(13-1)(7-1)}{7-1} \frac{0.0806}{1 - 0.6201} = 3.23, $$

which is the same as obtained in the ANOVA. The $R^2$ figures used in the RMR can easily be obtained by using a regression analysis program; however, the dummy coding is more tedious and error prone than is using the ANOVA and GLM programs in commercially available packages. More important, regression analysis programs would not produce estimated $\epsilon$ or corrected $p$ values, and therefore the RMR approach should be used only if one is confident
Table 2

Pairwise Comparisons of Treatment Effects With Assumptions Consistent to the Repeated-Measures Regression Approach

<table>
<thead>
<tr>
<th>Pair</th>
<th>Mean Difference</th>
<th>Standard Error</th>
<th>( t )</th>
<th>( p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 vs. 1</td>
<td>0.07462</td>
<td>0.03959</td>
<td>1.88</td>
<td>.0629</td>
</tr>
<tr>
<td>3 vs. 1</td>
<td>0.03946</td>
<td>0.03959</td>
<td>1.00</td>
<td>.3217</td>
</tr>
<tr>
<td>4 vs. 1</td>
<td>0.07469</td>
<td>0.03959</td>
<td>1.89</td>
<td>.0627</td>
</tr>
<tr>
<td>5 vs. 1</td>
<td>0.09362</td>
<td>0.03959</td>
<td>2.36</td>
<td>.0204</td>
</tr>
<tr>
<td>6 vs. 1</td>
<td>0.05154</td>
<td>0.03959</td>
<td>1.30</td>
<td>.1965</td>
</tr>
<tr>
<td>7 vs. 1</td>
<td>0.03915</td>
<td>0.03959</td>
<td>0.99</td>
<td>.3255</td>
</tr>
</tbody>
</table>

Note: Results from normal ordinary least squares regression in which the standard errors are computed under the assumption that the scores contributed by a particular participant are independent.

Table 3

Pairwise Comparisons of Treatment Effects With Assumptions Consistent to the Multivariate Repeated-Measures ANOVA Approach

<table>
<thead>
<tr>
<th>Pair</th>
<th>Mean Difference</th>
<th>Standard Error</th>
<th>( t )</th>
<th>( p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 vs. 1</td>
<td>0.0746154</td>
<td>0.0051348</td>
<td>14.53</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>3 vs. 1</td>
<td>0.0394615</td>
<td>0.0138890</td>
<td>2.84</td>
<td>.0149</td>
</tr>
<tr>
<td>4 vs. 1</td>
<td>0.0746923</td>
<td>0.0274484</td>
<td>2.72</td>
<td>.0186</td>
</tr>
<tr>
<td>5 vs. 1</td>
<td>0.0936154</td>
<td>0.0375109</td>
<td>2.50</td>
<td>.0281</td>
</tr>
<tr>
<td>6 vs. 1</td>
<td>0.0515385</td>
<td>0.0378818</td>
<td>1.36</td>
<td>.1987</td>
</tr>
<tr>
<td>7 vs. 1</td>
<td>0.0391538</td>
<td>0.0325117</td>
<td>1.20</td>
<td>.2517</td>
</tr>
</tbody>
</table>

Note: The dependent sample \( t \) test only assumes that the repeated measurements are drawn from a multivariate normal distribution and that scores for different participants are independent of one another. Variances and covariances for the scores obtained under the various treatments are presumed to be unstructured.

that the sphericity assumption is met; otherwise, there is an increased probability of Type I error.

To further illustrate the implications of the assumptions in RMR, Tables 2 and 3 present the results (mean difference, standard error of the mean difference, \( t \) statistic, and \( p \) value) for a subset (i.e., as compared to Time Period 1) of the pairwise comparisons of the seven treatments tested using assumptions consistent with the RMR approach (Table 2) and with the multivariate repeated-measures ANOVA approach (Table 3). Table 2 shows the statistics from the model used to calculate \( R^2_{TMT} \) in the RMR approach, which are from a standard ordinary least squares regression and based on its pursuant assumptions (i.e., independence). For the multivariate repeated-measures ANOVA approach reported in Table 3, each \( t \) statistic is computed using the formula for a dependent sample \( t \) statistic,

\[
t = \frac{\bar{X}_i - \bar{X}_j}{\sqrt{\frac{S_i^2 + S_j^2 - 2S_{ij}S_{ij}}{n}}} \quad (3)
\]
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Table 4
Pairwise Comparisons of Treatment Effects Consistent With the Repeated-Measures Regression Approach With the Cohen and Cohen (1983) Adjustment

<table>
<thead>
<tr>
<th>Pair</th>
<th>Mean Difference</th>
<th>Standard Error</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 vs. 1</td>
<td>0.07461538</td>
<td>0.02439744</td>
<td>3.06</td>
<td>.0031</td>
</tr>
<tr>
<td>3 vs. 1</td>
<td>0.03946154</td>
<td>0.02439744</td>
<td>1.62</td>
<td>.1102</td>
</tr>
<tr>
<td>4 vs. 1</td>
<td>0.07469231</td>
<td>0.02439744</td>
<td>3.06</td>
<td>.0031</td>
</tr>
<tr>
<td>5 vs. 1</td>
<td>0.09361538</td>
<td>0.02439744</td>
<td>3.84</td>
<td>.0003</td>
</tr>
<tr>
<td>6 vs. 1</td>
<td>0.05153846</td>
<td>0.02439744</td>
<td>2.11</td>
<td>.0381</td>
</tr>
<tr>
<td>7 vs. 1</td>
<td>0.03915385</td>
<td>0.02439744</td>
<td>1.60</td>
<td>.1129</td>
</tr>
</tbody>
</table>

Note: In contrast to the dependent samples t test, the Cohen and Cohen (1983) correction is made under the sphericity assumption.

and is distributed on \( n - 1 \) degrees of freedom. In Equation 3, \( \bar{X}_t \) and \( \bar{X}_{t'} \) are means for job performance at times \( t \) and \( t' \), and \( S_t^2 \) and \( S_{t'}^2 \) are variances for job performance at times \( t \) and \( t' \), and \( r_{tt'} \) is the correlation between job performance at time \( t \) and \( t' \). Because Equation 3 is the dependent samples \( t \) statistic, it can easily be computed in SAS or SPSS. These \( t \) statistics are based only on the assumption that the repeated measurements are drawn from a multivariate normal distribution and that scores for different participants are independent of one another. Similar to the assumptions of the multivariate repeated-measures ANOVA, the \( t \) statistics are not based on the sphericity assumption. Instead, the variances and covariances for the scores obtained under the various treatments are presumed to be unstructured.

A comparison of Tables 2 and 3 shows that the mean differences are the same for the two approaches, but the standard errors, \( t \) statistics, and \( p \) values are not. The standard errors are incorrect in Table 2 (consistent with the RMR approach) because they are computed under the assumption that the seven scores contributed by a particular participant are independent. As a consequence, the \( t \) statistics and \( p \) values are wrong.

Cohen and Cohen (1983, Equation 11.2.8) provided a correction for the \( t \) statistic,

\[
\sqrt{\frac{T-1}{T} \times \frac{1 - R^2_{MT}}{1 - R^2_{TMT}}} \times t, \tag{4}
\]

as well as a correction for the standard errors when using RMR. Corrected \( t \) statistics and standard errors are shown in Table 4. Comparing the results in Table 2 and Table 4 shows that the standard errors for a particular comparison are not equal, and as a result, the corresponding \( t \) statistics in the two tables are not equal, nor are the \( p \) values. This is because the results in Table 4, consistent with the RMR approach, are calculated under the sphericity assumption. Boik (1981) has shown that when the sphericity assumption is violated, these \( t \) statistics can result in very liberal or very conservative tests of the pairwise comparisons and should be avoided unless it is known that the sphericity assumption is not violated. Thus, these results further show that RMR should not be used in analyzing multilevel data unless one is confident that the sphericity assumption is satisfied in the data.

**MLM.** Finally, these repeated-measures data can also be analyzed using MLM. MLM is a very flexible approach to analyzing data and can be implemented in a number of ways. We
first analyzed the data using an approach presented in Gulley (1997) in which the mean scores over time for individuals are assumed to vary across individuals but the time effects are assumed to be fixed:

\[ Y_{it} = \gamma_0 + \gamma_1 z_2 + \gamma_2 z_3 + \gamma_3 z_4 + \gamma_4 z_5 + \gamma_5 z_6 + \gamma_6 z_7 + \varepsilon_{it}. \]  

(5)

This model is called a random-intercepts model. The variables \( z_2 \) to \( z_7 \) are dummy coded variables with \( z_j = 1 \) for scores obtained under the treatment indicated by the subscript and zero otherwise. The parameter \( \gamma_0 \) is the intercept and is assumed to vary randomly over participants. The parameters \( \gamma_i \) to \( \gamma_6 \) are assumed not to vary over participants. The variable \( \varepsilon_{it} \) is a residual assumed to vary randomly over participants and time and is not assumed to have the same variance at all time points. These assumptions about \( \gamma_0 \) and \( \varepsilon_{it} \) are equivalent to the sphericity assumption made in the ANOVA and RMR approach. Therefore, the \( F \) statistic for comparing the treatments is the same for this MLM model as it is for the RMR and ANOVA approaches. Moreover, this MLM approach does not incorporate the \( p \) value adjustment required for violation of sphericity, and the pairwise comparison \( t \) statistics associated with this approach are equivalent to the statistics obtained by Cohen and Cohen’s (1983) correction.

An alternative MLM takes the form of

\[ Y_{it} = \gamma_0 + \gamma_1 z_2 + \gamma_2 z_3 + \gamma_3 z_4 + \gamma_4 z_5 + \gamma_5 z_6 + \gamma_6 z_7 + \varepsilon_{it}. \]  

(6)

Here, the \( i \) subscripts on the coefficients of the dummy variables indicate the assumption that the time effects, as well as the intercepts, vary across participants (random effects modeling). The model is called a random-coefficients regression model. If we assume that all of the \( \gamma \) coefficients are correlated, the variances and covariances for the scores obtained under the various treatments are assumed to be unstructured. Then, using the Hotelling-Lawley-McKeon \( F \) statistic, available in PROC MIXED in SAS, this MLM analysis can be used to obtain an \( F \) statistic that is equal to the statistic obtained by a multivariate repeated-measures ANOVA of the data. Moreover, the \( t \) statistics we obtain for pairwise comparisons are equal to those in Table 3 and are based only on the assumption that the repeated measurements are drawn from a multivariate normal distribution and that scores for different participants are independent of one another. According to Wolfinger and Chang (1995), the Hotelling-Lawley-McKeon \( F \) statistic performs better than the default \( F \) statistic that is available in SAS and is used in most MLM programs.

Although it appears that MLM has little utility for a design with one repeated-measures factor, because it produces results identical to the multivariate repeated-measures ANOVA approach, the flexibility of the MLM approach does offer two advantages over the other methods in certain situations. First, users of MLM can make other assumptions besides the sphericity and unstructured assumption. If a correct or nearly correct assumption is made when appropriate, the analysis will tend to have more power than if it were based on either the sphericity assumption or the assumption that the variances and covariances are unstructured. Second, with missing data, MLM will use all of the available data and, with some types of missing data, will provide valid tests of the hypotheses whereas the use of ANOVA, multivariate repeated-measures ANOVA, and RMR become problematic when there is missing
data (see Keselman, Algina, Kowalchuk, & Wolfinger, 1999) for a recent discussion of both of these benefits of using MLM in the context of a repeated measures design).

**Summary.** We summarize this section regarding simple repeated-measure designs with one within-subjects factor with the following observations:

1. The use of ANOVA to analyze the data will produce an incorrect $F$ test if the data do not meet the sphericity assumption. The analysis can be easily corrected, however, using an estimate of Box’s ε, which is routinely produced by commercially available statistical software.

2. The validity of the $F$ test in the multivariate repeated-measures ANOVA is not affected by whether the data meet the sphericity assumption and will often be more powerful than the univariate ANOVA approach.

3. The RMR analysis of the data produces the same $F$ statistic as produced by the ANOVA, as it is also subject to the sphericity assumption. The estimate of Box’s ε is not available in commercial statistical packages, however. Furthermore, pairwise comparison $t$ tests produced using Cohen’s correction will be incorrect if the sphericity assumption is violated.

4. A random-intercept MLM produces results that are the same as those produced by RMR. A random-coefficients MLM approach, however, can produce an $F$ statistic that is equal to the $F$ statistic for the multivariate repeated-measures analysis. This latter MLM also offers researchers the ability to make alternative assumptions regarding the variance-covariance matrix beyond the limited assumptions of the other methodologies as well as can handle the presence of missing data.

5. In sum, given that the assumption of sphericity is often likely to be violated in organizational research (Chan, 2002), it appears that multivariate repeated-measures ANOVA or MLM procedures offer the best alternatives for this simple repeated-measures design. Although there does not seem to be any reason to use the RMR approach for this research design, the use of ANOVA can be an effective analytic technique when the user is confident that the sphericity assumption is satisfied or, if this assumption is not met, the appropriate adjustments are made. The multivariate repeated-measures ANOVA, however, is an alternative that can be more powerful than ANOVA when the sphericity assumption is severely violated by the data. MLM is an equivalent alternative to the multivariate repeated-measures ANOVA when the Hotelling-McKeon-Lawley $F$ statistic is used, unless one is confident that an alternative assumption about the variances and covariances should be made or if there are missing data. If either or both of these situations are presented by the data, then MLM is a better approach than is the multivariate repeated-measures ANOVA. MLM is particularly advantageous when there are missing data, and in this situation, improved performance of the $F$ test of equality of the means on the repeated measures is obtained by using the Kenward-Roger test available in SAS (see Padilla & Algina, 2004).

**Multilevel Designs With Group Membership as the Only Between-Groups Factor**

We next examine a design that is used to assess the extent to which the group mean varies across groups. Such a design is highly relevant in the context of research focused on establishing the construct validity of a group-level variable. For the examination of the utility provided by the various analytic techniques for this and the subsequent research design, we use a subset of the simulated data provided by Klein and her colleagues (2000). The analysis presented in Klein et al. (2000) of these data includes hypotheses regarding the relationships that several individual- and group-level variables have with job satisfaction and thus is well suited for the current purposes. See Table 5 for information on the subset of the simulated data.
Table 5
Descriptive and Summary Statistics and Correlations for Selected Variables From the Klein et al. (2000) Simulated Data Set

<table>
<thead>
<tr>
<th>Variable</th>
<th>$M$</th>
<th>$SD$</th>
<th>ICC (1)</th>
<th>ICC (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Job satisfaction</td>
<td>0.08</td>
<td>2.48</td>
<td>.11</td>
<td>.65</td>
</tr>
<tr>
<td>Pay</td>
<td>0.04</td>
<td>1.01</td>
<td>-.01</td>
<td>-.27</td>
</tr>
<tr>
<td>Negative leadership</td>
<td>0.00</td>
<td>1.09</td>
<td>.04</td>
<td>.38</td>
</tr>
</tbody>
</table>

Correlations Between Independent Variables and Job Satisfaction

<table>
<thead>
<tr>
<th>Variable</th>
<th>Raw (n = 750)</th>
<th>Between-Group (n = 50)</th>
<th>Within-Group (n = 700)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pay</td>
<td>0.37*</td>
<td>-0.08</td>
<td>0.42*</td>
</tr>
<tr>
<td>Negative leadership</td>
<td>-0.29*</td>
<td>-0.61*</td>
<td>-0.25*</td>
</tr>
</tbody>
</table>

Note: ICC = intraclass correlation coefficient.
a. Excerpted from Table 12.3 of Klein et al. (2000).
b. Excerpted from Table 12.4 of Klein et al. (2000).
*p < .01, two-tailed.

Table 6
ANOVA Results of Klein et al. (2000) Data:
Group Membership as the Only Between-Groups Factor

<table>
<thead>
<tr>
<th>Source</th>
<th>$df$</th>
<th>SS</th>
<th>MS</th>
<th>EMS</th>
<th>$F$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Groups</td>
<td>49</td>
<td>770.622067</td>
<td>15.726981</td>
<td>$\sigma^2_w + \mu \sigma^2_B$</td>
<td>2.87</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Error</td>
<td>700</td>
<td>3831.886397</td>
<td>5.474123</td>
<td>$\sigma^2_w$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>749</td>
<td>4602.508464</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: $df$ = degrees of freedom; SS = sum of squares; MS = mean squares; EMS = expected mean squares.

With this nested design, the total variance in job satisfaction is conceptualized as comprising two components: between-group variance ($\sigma^2_B$) and within-group variance ($\sigma^2_w$). This partitioning of the variance enables two useful analyses. First, it allows us to estimate the intraclass correlation coefficient (ICC),

$$ICC = \frac{\sigma^2_B}{\sigma^2_B + \sigma^2_w}$$

The ICC is a measure of the proportion of total variance in job satisfaction that is between groups; it is the amount of total variance attributable to group membership. A second purpose is to test the null hypothesis that $\sigma^2_B = 0$. Rejection of the null hypothesis implies that group-mean job satisfaction varies across groups. This test has been used as a hurdle to support the construct validity of group-level variables (Chan, 1998b). For the current research design, we examine several analytic techniques: ANOVA, RMR, and MLM.

ANOVA. A summary of an ANOVA of the Klein et al. (2000) data is presented in Table 6 along with the expected mean squares (EMS) for the groups and error sources of variance.
The EMS values are correct for a balanced design, that is, a design in which the number of data points within each group is constant across groups. Based on the EMS, we can estimate the within-groups variance as 5.474 and the between-groups variance as

\[
\hat{\sigma}^2 = \frac{MS_{\text{Group}} - MS_{\text{Error}}}{n} = \frac{15.726 - 5.474}{15} = .683.
\] (8)

The estimated ICC is

\[
\text{ICC} = \frac{.683}{.683 + 5.474} = .112,
\]

indicating that about 11% of the total variance is between groups. The statistic \(F(49, 700) = 2.87, p < .0001\), indicates that the null \(\sigma^2 = 0\) can be rejected.

It might be noted that if the data are not balanced, then

\[
\hat{\sigma}^2 = \frac{MS_{\text{Group}} - MS_{\text{Error}}}{n_b},
\] (9)

where

\[
n_b = \frac{1}{G - 1} \left( N - \frac{\sum n_g}{G} \right)
\] (10)

and \(n_g\) is the frequency in the \(g\)th group.

**RMR.** The Klein et al. (2000) data can also be analyzed by using a form of RMR. The regression analysis can be conducted by using the model

\[
Y_{ig} = \alpha + \beta_1 z_1 + \ldots + \beta_{49} z_{49} + \epsilon_{ig},
\] (11)

where the \(z\) variables are dummy-coded variables, with \(z_1 = 1\) for scores by the participant indicated by the subscript and zero otherwise. Instead of an ICC, this analysis estimates the squared multiple correlation coefficient, which in this case is .167. This statistic can be calculated by using

\[
R^2 = \frac{SS_{\text{Group}}}{SS_{\text{Error}} + SS_{\text{Group}}},
\] (12)

where the sums of square are obtained from the ANOVA of the same data. In other words, RMR estimates that 16.7% of the total variance in job satisfaction is between groups compared to the 11.2% ICC estimate in ANOVA.
Using the EMS expressions from the ANOVA, it can be shown that the ratio of the quantity estimated by the numerator to the quantity estimated by the denominator in the $R^2$ estimate of RMR is

$$R^2 = \frac{\sigma_w^2 + \sigma_B^2}{\frac{(N-1)}{n} \sigma_w^2 + \sigma_B^2}.$$  \hfill (13)

This expression suggests that $R^2$ using the RMR approach is a deficient estimator of the ICC. Because of the term $\sigma_w^2 / n$ in the numerator, $R^2$ will tend to be too large when the within-group variance is large and the number of participants in a group is small. An alternative to $R^2$ is the adjusted $R^2$,

$$R_a^2 = \frac{N - 1}{N - G} R^2 - \frac{G - 1}{N - G} = \frac{750 - 1}{750 - 50} \cdot 1.67 - \frac{50 - 1}{750 - 50} = .109,$$  \hfill (14)

which for the Klein et al. (2000) data is closer to ICC = .112, but still not correct. The estimators ICC and $R_a^2$ can be substantially different in small samples, and thus ICC is regarded as the better estimator of the ICC. The $F$ statistic based on the regression analysis, however, provides exactly the same result as the ANOVA:

$$F = \frac{N - G}{G - 1} \frac{R^2}{1 - R^2} = \frac{750 - 50}{50 - 1} \frac{1.63}{1 - 1.63} = 2.87.$$  \hfill (15)

The implication, then, is that although RMR may correctly assess whether there is significant between-group variance, it produces inferior estimates of the proportion of total variance that is due to the between-group variance.

**MLM.** Using the MLM approach, the variances $\sigma_B^2$ and $\sigma_w^2$ are typically estimated by using either maximum likelihood estimation or restricted maximum likelihood estimation (RMLE); RMLE seems to be preferred for this design (see McCulloch & Searle, 2001). When the groups are equal in size, as in the current example, the RMLE estimate of $\sigma_w^2$ is equal to the ANOVA estimate. The RMLE estimate of $\sigma_B^2$ is equal to the ANOVA estimate, provided that this estimate is not negative. If the latter estimate is negative, the RMLE estimate of $\sigma_B^2$ is zero. Of course, if the ANOVA estimate of $\sigma_B^2$ is negative, it is common to report that the between-groups variance is zero, so that in practice, when the groups are equal in size, the ANOVA and RMLE estimates are equal. If the data are not balanced (i.e., the groups are not equal in size), the RMLE and ANOVA estimates are not equal. The RMLE estimates are preferable (McCulloch & Searle, 2001).

When MLM is used, there are several methods for testing the null hypothesis that $\sigma_B^2 = 0$ (see Berkhof & Snidgers, 2001, for a description of the methods), and it is possible that the decisions about the null hypothesis will vary across the available MLM-based procedures for testing the hypothesis. Furthermore, because MLM procedures apply asymptotic tests, they may not be appropriate for small sample sizes.
Summary. In summary, for designs in which the only between-groups factor is information on group membership, we found the following:

1. With regard to the estimation of $\sigma_{\beta}^2$ and $\sigma_{\epsilon}^2$ for balanced designs, the ANOVA estimates can be used. There is no advantage to MLM analyses using RMLE estimates over the ANOVA estimates. For unbalanced designs, however, the MLM approach using the RMLE estimates should be used.
2. The test of the hypothesis $\sigma_{\beta}^2 = 0$ is best tested by the ANOVA $F$ test. For both balanced and unbalanced designs, the ANOVA test is preferable to the tests associated with MLM because the former test is correct regardless of the sample size. The MLM tests are asymptotic tests and can provide incorrect results for small sample sizes.
3. Overall, there is no reason to use RMR to analyze the data given this type of design. RMR produces biased estimates of the amount of variance attributed to group membership. The $F$ test is the same as the ANOVA $F$ test and thus offers no advantages.

Multilevel Designs With One Continuous Group-Level Independent Variable

The third design we consider is one in which a single continuous group-level variable is related to an individual-level dependent variable. Such a design is useful, for example, to answer the question of how some group characteristic (e.g., cohesion) influences individual affect (e.g., satisfaction) or behavior (performance). Often, the group-level variable is the mean of group members' ratings on the relevant group characteristic, and support for using the mean to represent the group is normally a statistically significant ICC, as discussed earlier. The simulated data used by Klein et al. (2000) included data on employees' assessments of negative leader behaviors, and thus, one research question might be whether the group mean assessment of negative leader behaviors is related to individual job satisfaction. We use these data to compare RMR with MLM, given the known properties of the latter technique for such a design.

MLM. In the MLM literature, a means as outcomes model is used to test for this type of relationship. The Level 1 model is

$$Y_{ic} = \beta_{0c} + r_{ic}$$

(16)

and states that the job satisfaction score for employee $i$ in group $g$ is equal to the expected value of job satisfaction scores for employees in that group. The simultaneous Level 2 model is

$$\beta_{0i} = \gamma_0 + \gamma_1 \bar{X}_i + u_{0i}$$

(17)

where $\bar{X}_i$ is the mean negative leader behaviors score for employees in group $g$. Equation 17 is a model for the relationship between mean job satisfaction in group $g$ and mean negative leader behaviors score in group $g$. The parameter $\gamma_1$ is a regression coefficient relating the means on the two variables. Substituting Equation 17 into Equation 16, we obtain the combined model.
and we see that $\gamma_i$ is also a regression coefficient relating individual job satisfaction to the group mean on negative leader behaviors. The MLM estimate of $\gamma_i$ is $-1.78$, and the $F$ statistic for testing the null hypothesis $\gamma_i = 0$ is $F(1, 48) = 27.80$, $p < .0001$, supporting a relationship between job satisfaction and group mean negative leader behaviors.

**RMR.** An RMR analysis relies on the results from two separate regressions. The $F$ statistic is

$$F = (G - 2) \frac{R^{2}_{NLB}}{R^{2}_{ret} - R^{2}_{NLB}},$$

where $R^{2}_{NLB}$ is the squared multiple correlation coefficient for the regression model

$$Y_{ig} = \alpha + \beta_i \bar{X}_g + \epsilon_{ig}$$

and $R^{2}_{ret}$ is the squared multiple correlation coefficient calculated in the previous section using Equations 11 and 12. Substitution in the formula for $F$ yields

$$F = (50 - 2) \frac{.0614}{.1674 - .0614} = 27.80$$

and is equal to the $F$ from the MLM. Like the MLM $F$, the RMR $F$ has 1 and 48 degrees of freedom. Thus, for balanced designs, the MLM and RMR approach yield the same $F$ test. It might be noted that the estimate of $\beta_i$ in Equation 20 is $-1.78$ and is exactly equal to the MLM estimate.

**Unbalanced designs.** If the research design is not balanced, the MLM and RMR approaches do not yield the same $F$ statistic, although in our experiences, both $F$ statistics will be quite similar. In addition, $\hat{\gamma}_i$ and $\hat{\beta}_i$ will tend to be similar. For example, we randomly deleted cases from the Klein et al. (2000) data with a .5 probability of deletion. In the resulting sample, group sizes ranged from 5 to 10. For MLM, $\hat{\gamma}_i = -1.28$ and $F(1, 42.5) = 17.52, p < .0001$; for RMR, $\hat{\beta}_i = -1.30$ and $F(1, 48) = 18.65, p < .0001$. However, the MLM analysis is the theoretically correct analysis, and the operating characteristics (Type I and Type II error rates) of the RMR analysis are unknown. Therefore, although both RMR and MLM can be used for balanced designs, MLM is preferable for unbalanced designs.

**Summary.** In summary, we observed the following for designs in which a continuous group-level variable was related to an individual-level dependent variable.

1. For balanced designs, MLM and RMR produce the same $F$ value and can be used interchangeably.
2. For unbalanced designs, the $F$ test for MLM and RMR will likely be similar; however, the MLM results are supported by statistical theory, and the operating characteristics of the RMR technique are unknown. Thus, the MLM approach is preferable for large samples. It is unclear
which approach is better for unbalanced designs using small samples: Although the asymptotic
tests of MLM may produce incorrect results, the operating characteristics of the RMR tech-
nique are unknown.

**Multilevel Designs With One Continuous**  
**Individual-Level Independent Variable**

The final design we assess is one in which the focus is on the effect of individuals’ stand-
ings on some continuous variable. For example, Klein et al. (2000) included data on employ-
ees’ pay and examined whether it is related to employees’ job satisfaction. We use these data
to examine the effectiveness of the MLM and RMR approaches in analyzing this research
design under two different assumption scenarios. In the first scenario, the relationship of job
satisfaction to pay is the same for all groups. In the second, the relationship of job satisfaction
to pay varies across groups.

*The relationship of job satisfaction to pay is the same for all groups.* Using MLM, the
model for investigating this scenario is the random intercepts model and follows one of three
alternative approaches. In the first “raw form” approach, the Level 1 model is

\[
Y_{ig} = \beta_{0g} + \gamma_1 X_{ig} + r_{ig},
\]

and the Level 2 model is

\[
\beta_{0g} = \gamma_0 + \gamma_2 \bar{X}_g + u_{0g}.
\]

The coefficient \( \gamma_1 \) is the within-groups regression coefficient of the relationship of employ-
ees’ pay to employees’ job satisfaction, which is assumed to be the same for all groups. The
coefficient \( \beta_{0g} \) is an intercept specific to group \( g \) and is assumed to vary across the groups and
be representative of a larger population of intercepts associated with a population of groups
from which the 50 groups in the study were selected. The mean \( \bar{X}_g \) is the mean for \( X \) (i.e., pay)
within group \( g \). Substituting Equation 22 into Equation 21, we obtain the combined model

\[
Y_{ig} = \gamma_0 + \gamma_1 X_{ig} + \gamma_2 \bar{X}_g + u_{0g} + r_{ig},
\]

and the coefficient \( \gamma_2 \) in Equation 23 represents the context or compositional effect as it pro-
vides information about how group composition predicts the dependent variable.

The second alternative in MLM involves substituting the term \((X_{ig} - \bar{X})\), the deviation of
pay for employee \( i \) in group \( g \) from mean pay for all employees, in place of \( X_{ig} \) in the Level 1
model (Equation 21), with all other aspects of the modeling in Equations 21 and 22 remaining
the same. Thus, the combined model for this grand-mean centering approach (see Rauden-
bush & Bryk, 2002) is

\[
Y_{ig} = \gamma_0 + \gamma_1 (X_{ig} - \bar{X}) + \gamma_2 \bar{X}_g + u_{0g} + r_{ig},
\]

where, again, the coefficient \( \gamma_2 \) represents the context or compositional effect.

The combined model for the final alternative, or group-mean centering approach, is
\[ Y_{ig} = \gamma_0 + \gamma_1(X_{ig} - \overline{X}_g) + \gamma_2^* \overline{X}_g + u_{0g} + r_{ig} \]  

(25)

and involves substituting the term \( X_{ig} - \overline{X}_g \), or the deviation of pay for employee \( i \) in group \( g \) from mean pay for group \( g \), in place of \( X_{ig} \) in the Level 1 model (Equation 21). As Equation 25 also shows, however, the coefficient of \( \overline{X}_g \) is \( \gamma_2^* \), as this effect in Equation 25 does not equal that of \( \gamma_2 \) as estimated under the other two alternatives (Equations 23 and 24). The coefficient \( \gamma_2^* \) is called the between-groups coefficient, and it can be shown that \( \gamma_2 = \gamma_2^* - \gamma_1 \). That is, if the between-groups coefficient (\( \gamma_2^* \)) and the within-groups coefficient (\( \gamma_1 \)) are not equal, there is context effect. Moreover, \( \gamma_1 \) can simply be estimated by using

\[ Y_{ig} = \gamma_0 + \gamma_1(X_{ig} - \overline{X}_g) + u_{0g} + r_{ig} \]  

(25a)

which results in the same coefficient (\( \gamma_1 \)) for the continuous independent variable as is obtained by including \( \overline{X}_g \) as a separate independent variable when using the group-mean centering approach. Using this latter equation to estimate the relationship of job satisfaction to individual pay in the Klein et al. (2000) data, \( \hat{\gamma}_1 = .97 \) and the \( F \) statistic for testing the null hypothesis \( \gamma_1 = 0 \) is \( F(1, 699) = 151.56, p < .05 \).

It is important to note that for all of the alternative MLM approaches, the population coefficient \( \gamma_1 \) is the same, estimates of \( \gamma_1 \) are the same, and tests on \( \gamma_1 \) are the same as long as \( \overline{X}_g \) is included in the model when the raw form (Equation 23) or grand-mean-centered form (Equation 24) of the independent variable are used. Although \( \overline{X}_g \) is incorporated in the group-mean centering approach (Equation 25a) in the independent variable \( X_{ig} - \overline{X}_g \), failure to include \( \overline{X}_g \) as a separate independent variable in the raw form (Equation 23) and grand-mean-centered (Equation 24) approaches inherently assumes that the group-mean score on the independent variable (organization-specific mean salary in our example) does not provide any predictive power over and above the individual score on the independent variable (individual salary in our example). If this assumption is not correct, however, leaving out \( \overline{X}_g \) as an independent variable in these latter two approaches results in a misspecified model. Raudenbush and Bryk (2002) argued that when \( \overline{X}_g \) is omitted when it should have been included as an independent variable, the resulting estimate of \( \gamma_1 \) will likely be misleading because it will be an uninterpretable weighted average of \( \hat{\gamma}_1 \) (the within-groups coefficient) and \( \hat{\gamma}_2^* \) (the between-groups coefficient; see Raudenbush & Bryk, 2002, pp. 134-139, for a more complete discussion). In short, when investigating the relationship of a continuous dependent variable to a continuous within-groups independent variable in multilevel data, \( \overline{X}_g \) should be included as an independent variable.

RMR can also be used to investigate the within-groups relationship of job satisfaction to pay. The formula for the \( F \) statistic for testing the null hypothesis \( \gamma_1 = 0 \) is

\[ F = \frac{R^2_{inc,pay}}{(N-G-1)(1 - R^2_{inc,pay})} \]  

(26)

In Equation 26, \( R^2_{inc,pay} \) is the same as above (Equations 11 and 12). The quantity \( R^2_{inc,pay} \) can be computed based on the regression model

\[ Y_{ig} = \beta_0 + \beta_1 X_{ig} + \beta_2 \overline{X}_g + \epsilon_{ig} \]  

(27)
and is the increase in the $R^2$ for this model when $X_{i\epsilon}$, individual pay, is added to the equation containing $\bar{X}_\epsilon$, group mean pay. For Equation 27, $\hat{\beta}_i = \gamma_i$, and for the Klein et al. (2000) data, $\hat{\beta}_i = 0.97$. Substitution in the formula for $F$ (Equation 26) yields

$$F = \frac{(750 - 50 - 1) \cdot 14836}{(1 - .16744) - 14836} = 151.56$$

and has 1 and 699 degrees of freedom, which is the same result as found using MLM.

Although MLM and RMR yield the same $F$ statistics in a balanced design under this set of assumptions (i.e., that the relationship between pay and job satisfaction is the same for all groups), in an unbalanced design, there will be some difference between the two $F$ statistics. However, in the cases we have investigated, the difference in the MLM and RMR $F$ statistics is very small. We again randomly deleted cases from the Klein et al. (2000) data with a .5 probability of deletion. For MLM, $\hat{\gamma}_1 = .95$ and $F(1, 331) = 65.50, p < .0001$; for RMR, $\hat{\beta}_i = .95$ and $F(1, 331) = 65.21, p < .0001$.

The relationship of job satisfaction to pay varies across groups. More substantial differences between the two approaches emerge when we abandon the assumption that the within-group regression coefficient is the same for all groups and instead assume that it varies randomly across the groups. The consideration of such a model is highly relevant given that in the context of a group, characteristics of that group can influence relationships between individual-level variables. In fact, this type of cross-level interaction effect (Rousseau, 1985) is often the underlying focus of research taking place in the context of groups and teams (e.g., Klein et al., 2000; LePine & Van Dyne, 1998).

In MLM, relaxing the assumption that within-group regression coefficients are the same for all groups results in the following Level 1, Level 2, and combined models (using the raw form approach):

Level 1 model: $Y_{i\epsilon} = \beta_{i\epsilon} + \beta_{i\epsilon X_{i\epsilon}} + r_{i\epsilon}$  \hfill (28)

Level 2 model: $\beta_{i\epsilon} = \gamma_0 + \gamma_2 \bar{X}_\epsilon + u_{i\epsilon}$  \hfill (29)

$$\beta_{i\epsilon} = \gamma_1 + u_{1\epsilon}$$  \hfill (30)

combined model: $Y_{i\epsilon} = \gamma_0 + \gamma_1 X_{i\epsilon} + \gamma_2 \bar{X}_\epsilon + u_{i\epsilon} + u_{1\epsilon} X_{i\epsilon} + r_{i\epsilon}$  \hfill (31)

This combined model is called an intercepts-as-outcomes model. It specifies that the groups are selected from a larger population of groups, and the intercept and slopes vary over the groups and thus can be modeled. For the balanced Klein et al. (2000) data, $\hat{\gamma}_1 = .98$, and the $F$ statistic for testing the null hypothesis $\gamma_1 = 0$ is $F(1, 49) = 114.76, p < .05$.

The RMR approach, however, cannot handle this relaxation of assumptions. The conventional method of using RMR, as represented in Equations 26 and 27, does not allow for effects to vary randomly across groups. Given the $F$ statistic produced by this approach, $F(1, 699) = 151.57$, it is clear that even in a balanced design, the RMR approach can give results dramatically different from those obtained with the MLM random coefficients approach.
Summary. In summary, for multilevel designs in which the focus is assessing the effects of a continuous individual-level independent variable, we suggest the following:

1. When the effect of the individual-level independent variable is assumed to be the same across all groups, the proper methodology to use depends on whether the design is balanced. For balanced designs, RMR and MLM will result in the same $F$ values as long as the researcher specifies a random intercept model when using MLM and that the context effect of $X_i$ is included in the estimation, either via group-mean centering or as a separate independent variable when using raw form or grand-mean centering. For unbalanced designs, although RMR and MLM results for a random intercept model will likely be similar to one another, we recommend using MLM because the operating characteristics of RMR are unknown. As with the last design, the same caveat applies regarding small samples.

2. When the effect of the individual-level independent variable is assumed to randomly vary across groups, the MLM random coefficients approach should be used. There is no direct way to assess a random coefficient model with RMR, and $F$ tests for possible regression-based approaches differ a great deal from those obtained using MLM.

Discussion

Scholars are increasingly interested in questions that are inherently multilevel in nature. Unfortunately, however, the literature is not clear regarding which type of analytic approach to use in different types of multilevel research designs. In this article, we build on the work of Klein and colleagues (2000) and compare the use of RMR with repeated-measures ANOVA, multivariate repeated-measures ANOVA, and multilevel modeling in four different and popular multilevel research designs. We focus on the suitability of RMR for multilevel research for several reasons. First, although it has been adopted in certain segments of the literature to assess multilevel questions, its capabilities for such purposes have been relatively unexplored compared to such techniques as MLM. Second, RMR is relatively easy to learn by those who are familiar with ANOVA and hierarchical regression, and it also explicitly models within and between variance similar to sophisticated MLM techniques that might require a great deal of learning and thus is a potentially appealing technique to researchers.

Overview of Results

Table 7 summarizes our findings in four different sections representing each research design examined. Each section contains the questions/assumptions relevant to the design and then lists all those methods that may be viable under each scenario, based on the adequacy of their parameter estimates and statistical tests. In the cases in which more than one method may be adequate, we suggest that the choice of method should then be driven by what the particular researcher is most comfortable using (i.e., ease of use) and also consideration of consistency in reporting and presenting the results. That is, we suspect that readers will likely find it easier to follow results when the same analytic method is consistently used throughout the entire article if this is possible.

As Table 7 shows, we found that in general, sophisticated MLM approaches are not always necessary to analyze multilevel data. In the case of a simple repeated-measures design, for example, ANOVA appears to be adequate and MLM might be necessary only if there are missing data or if other assumptions besides the sphericity and unstructured assumption are
<table>
<thead>
<tr>
<th>Multilevel Design</th>
<th>Sphericity Assumption Met?</th>
<th>Balanced Data</th>
<th>Missing Data</th>
<th>Alternative Assumptions of Variance/Covariance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Designs with one within-groups factor</td>
<td>Yes</td>
<td>ANOVA, MANOVA, RMR, MLM</td>
<td>MLM</td>
<td>MLM</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>ANOVA, MANOVA, MLM</td>
<td>MLM</td>
<td>MLM</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>ANOVA, MANOVA, MLM</td>
<td>MLM</td>
<td>MLM</td>
</tr>
<tr>
<td>Designs with group membership as the only between-groups factor</td>
<td>Yes</td>
<td>ANOVA, MLM</td>
<td>ANOVA</td>
<td>Method to Use</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>MLM</td>
<td>ANOVA</td>
<td></td>
</tr>
<tr>
<td>Balanced Data?</td>
<td></td>
<td>Method to Use When Estimating $\sigma^2_\mu$ and $\sigma^2_\gamma$</td>
<td>Method to Use When Testing the Hypothesis $\sigma^2_\gamma = 0$</td>
<td></td>
</tr>
<tr>
<td>Designs with one continuous group-level independent variable</td>
<td>Yes</td>
<td>RMR, MLM</td>
<td>MLM</td>
<td>Method to Use</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>MLM</td>
<td>MLM</td>
<td></td>
</tr>
<tr>
<td>Designs with one continuous individual-level independent variable</td>
<td>Same across groups</td>
<td>Yes</td>
<td>RMR, MLM</td>
<td>Method to Use</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>No</td>
<td>MLM</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Varies across groups</td>
<td>Yes</td>
<td>MLM</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>No</td>
<td>MLM</td>
<td></td>
</tr>
</tbody>
</table>

Note: ANOVA = repeated-measures analysis of variance; MANOVA = multivariate repeated-measures analysis of variance; RMR = repeated-measures regression; MLM = multilevel modeling.
made with regard to the variance/covariance matrix (see first section of Table 7). It should be noted, however, that this recommendation presumes that researchers using ANOVA for such designs correct for assumption violations (i.e., sphericity) when appropriate. Considering that Bergh (1995), who performed a content analysis of repeated-measures studies appearing in seven management journals for the period from 1985 to 1992, found that only 3.4% of the studies controlled for assumption violations, the use of ANOVA for such designs still may be problematic. If researchers are not going to properly correct for assumption violations, then multivariate repeated-measures ANOVA or MLM approaches may be preferable. The second section of Table 7 also shows that when it comes to estimating the proportions of between- and within-group variance, the use of MLM would seem to be necessary only with unbalanced data; ANOVA is more than adequate with balanced data, given its ease of use. Furthermore, ANOVA is the preferred method for testing the hypothesis $\sigma^2_\eta = 0$. It is clear, however, that increased sophistication in analytic techniques becomes more necessary as the research design and question become more complex. As the third and fourth sections of Table 7 show, when designs incorporate a continuous independent variable at either the group or individual level, although RMR may be used with balanced data, in general, MLM becomes mandatory.

At a more specific level with respect to RMR, our assessment is that the technique may be adequate in a relatively small number of situations. As the first section of Table 7 shows, in a simple repeated-measures design, RMR may be used as long as there are no missing data and as long as the researcher is confident that the sphericity assumption is not violated. However, for this design, there is no advantage to RMR over the other techniques. In a simple between-groups design in which the only information is group membership (second section, Table 7), RMR is not even listed as a viable method because, although the $F$ test will be the same as ANOVA in a balanced design, the $R^2$ does not provide the correct estimate of the proportion of variance attributed to be between groups. For a design in which there is a single continuous group-level variable (third section, Table 7), RMR will produce correct coefficient estimates and $F$ tests as long as the design is balanced. For a design in which there is a continuous individual-level variable (fourth section, Table 7), RMR may be used as long as the design is balanced and the assumption that the slopes do not vary across groups is reasonable. When this assumption is not reasonable, RMR is no longer appropriate, however, because the $F$ test it produces is incorrect when the slopes vary across groups. Therefore, MLM becomes necessary.

This last finding suggests that although versions of models for investigating more complex research designs can be formulated using variations on RMR, their utility for more complex research designs is severely limited. For example, examinations of cross-level interactions, such as the moderating effect that a group-level variable may have on the effect of an individual-level variable to some outcome, are quite common in organizational research. In the context of the Klein et al. (2000) data, we might ask whether mean pay predicts the slope of the individual-level relationship between job satisfaction and pay. Perhaps if a group’s average pay is sufficiently high, individual-level pay would not be related to job satisfaction. RMR is able to examine such a question in only a very limited way. Although RMR may be able to examine the interaction between group mean pay and individual-level pay on individual job satisfaction, RMR is unable to assess the random coefficient models that are necessary to generalize its findings regarding cross-level interactions beyond the sample of groups (organization, etc.) included in the study. In other words, because the method may be used only under the assumption that slopes are fixed across groups, any findings of such cross-level
interactions in RMR are applicable only to the groups under study—no inference may be made to some larger population of interest. Such inference can be made, however, using the random coefficients modeling of MLM.

Another serious shortcoming of RMR is that its practical utility, at least as compared to MLM, becomes questionable as the number of variables included in the model increase. The convention followed by previous studies using RMR has involved a Type I sums of squares approach—the adjusted $F$ ratio is based on changes in $R^2$ associated with each effect, accounting only for the effects that precede it in the model—and has involved entering the individual-level effects before the group-level variables (e.g., Hollenbeck et al., 1994). Thus, the adjusted $F$ ratios in this conventional RMR approach do not take into account effects from the other levels of analysis (i.e., within-group $F$ ratio does not take into account group-level effects). Although this convention is rather straightforward and is not a problem in the case in which all effects in the specified model are uncorrelated, it falls prey to mis specification or omitted variable bias when effects are correlated, especially between individual- and group-level variables. Therefore, a Type III sums of squares approach (which includes variation that is unique to an effect after adjusting for all other effects that are included in the model, regardless of the level of analysis) is necessary when the effects in the model are correlated. As we demonstrated in the last section of this study (i.e., Equations 26 and 27), the Type III sums of squares approach is possible in RMR. The use of RMR in such a manner would become quite cumbersome, nevertheless, as the number of variables under study increase: As many separate estimations would have to be run as there are variables (with each variable entered into the modeling last) and the adjusted $F$ ratios subsequently all calculated manually. In contrast, the Type III sums of squares approach is the default method of significance testing of effects in MLM and thus produces results for all effects in the modeling simultaneously and automatically.

Ultimately, if RMR is to become a useful technique, additional research aimed at developing a better understanding of the operating characteristics of RMR (i.e., Type I and Type II error rates) given different types of data and research designs (e.g., unbalanced design) is needed. Knowing whether RMR can be used for more complex research designs requires demonstrating that it provides the same results as the correct analytic approach, and as the nature of the multilevel design becomes more complex, MLM appears to become that correct approach. Thus, given the limited utility of RMR for simple research designs demonstrated in the current research, its obvious limitations for more complex research, and the existence of better suited multilevel techniques, such additional research on RMR is perhaps futile.

Limitations

The scope of this article was limited in at least two ways. First, our research may appear to be focused on a relatively narrow analytic topic. However, researchers are increasingly considering questions that are inherently multilevel, and it is critical that the field develop an appreciation of the relevant analytic issues and also some knowledge about how to deal with these issues. We illustrate that if the wrong multilevel analytic technique is used, parameter estimates and tests of statistical significance may be incorrect. Given that organizationally relevant decisions are made based on these estimates and tests, it is critical that we understand which technique to use in a given situation.
Second, we did not consider several potentially useful multilevel analytic techniques. For example, there are relatively simple to use statistical software programs that take into account nesting of data when assessing individual-level relationships. The software program SUDAAN (Shah, Barnwell, & Bieler, 1997), for example, uses generalized estimating equations (Zeger & Laing, 1986; Zeger, Liang, & Albert, 1988) to calculate standard errors for regression weights that take into account intracluster/intragroup correlations. SAS has this capability as well. LePine, Colquitt, and Erez (2000), for instance, used SUDAAN to calculate standard errors in a repeated-measures design in which the research question focused on predicting an individual’s adaptation to a changing task context.

Multiple indicator latent growth modeling is another example of a more complex multilevel analytic technique that we did not consider in this article. In fact, this approach may be preferable to MLM (as well as the other approaches that we consider) when the researcher is interested in modeling intra-individual change (Chan, 1998a). For example, scholars have used the technique to understand factors that influence newcomer adaptation and social development (e.g., Chan, Ramey, Ramey, & Schmitt, 2000; Chan & Schmitt, 2000; Schmitt, Sacco, Ramey, Ramey, & Chan, 1999). Relative to MLM, one advantage of latent growth modeling is that it is able to consider measurement error. This capability of latent growth modeling makes it possible to specify and assess alternative time-related error covariance structures, and as a result, model misspecification that results in biased estimates of the change and change patterns may be avoided (Chan, 1998a). Although it may have been worthwhile to consider latent growth modeling in our research, we did not do so because the most relevant comparison with this technique would have been with MLM, and our research was focused more on comparisons with RMR. Moreover, Chan (1998a) provided a very comprehensive overview of latent growth modeling that included comparisons with MLM.

**Conclusion**

For relatively simple designs, ANOVA or multivariate repeated-measures ANOVA were generally as good as or superior to RMR. For more complex designs, MLM is generally as good as or superior to RMR. Moreover, using RMR to obtain the correct results in relatively complex multilevel research designs is not always a straightforward or even possible task. Thus, although RMR will produce correct results in some circumstances, it seems to us that researchers would be well served to learn the ins and outs of MLM. Indeed, the new addition of the classic Cohen and Cohen text (Cohen, Cohen, West, & Aiken, 2000) includes a very good treatment of MLM.
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