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Abstract

Parsimony in signal representation is a topic of active research. Sparse signal
processing and representation is the outcome of this line of research which has many
applications in information processing and has shown significant improvement in
real-world applications such as recovery, classification, clustering, super resolution,
etc. This vast influence of sparse signal processing in real-world problems raises
a significant need in developing novel sparse signal representation algorithms to
obtain more robust systems. In such algorithms, a few open challenges remain in
(a) efficiently posing sparsity on signals that can capture the structure of underlying
signal and (b) the design of tractable algorithms that can recover signals under
aforementioned sparse models.

In this dissertation, we try to view the signal recovery problem from these
viewpoints. First, we address the sparse signal recovery problem from a Bayesian
perspective where sparsity is enforced on reconstruction coefficients via probabilis-
tic priors. In particular, we focus on a variant of spike and slab prior, which is
known to be the gold standard to encourage sparsity. The optimization problem re-
sulting from this model has broad applicability in recovery and regression problems
and is known to be a hard non-convex problem whose existing solutions involve
simplifying assumptions and/or relaxations. We propose an approach called Itera-
tive Convex Refinement (ICR) that aims to solve the aforementioned optimization
problem directly allowing for greater generality in the sparse structure. Essen-
tially, ICR solves a sequence of convex optimization problems such that sequence
of solutions converges to a sub-optimal solution of the original hard optimization
problem. We propose two versions of our algorithm: (a) an unconstrained version,
and (b) with a non-negativity constraint on sparse coefficients, which may be re-
quired in some real-world problems. Many signal processing problems in computer
vision and recognition world can benefit from ICR. These include face recognition
in surveillance applications, object detection and classification in the video, image
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compression and recovery, image quality enhancement etc.
On the other hand, one of the most significant challenges in image processing

is the enhancement of image quality. To address this challenge we aim to recover
signals by using the prior structural knowledge about them. In particular, we pose
physically meaningful probabilistic priors to promote sparsity on reconstruction
coefficients or design parameters of the problem. This has a variety of applications
in signal and image processing including but not limited to regression, denoising,
inverse problems, demosaicking and super-resolution. In particular, sparsity con-
strained single image super-resolution (SR) has been of much recent interest. A
typical approach involves sparsely representing patches in a low resolution input
image via a dictionary of example LR patches, and then using the coefficients of
this representation to generate the high-resolution output via an analogous HR
dictionary.

In this dissertation, we propose extension of the SR problem which is twofold:
(1) extension of sparsity-based SR problems to multiple color channels by tak-
ing prior knowledge about the color information into account. Edge similarities
amongst RGB color bands are exploited as cross-channel correlation constraints.
These additional constraints lead to a new optimization problem, which is not
easily solvable; however, a tractable solution is proposed to solve it efficiently.
Moreover, to fully exploit the complementary information among color channels, a
dictionary learning method is also proposed specifically to learn color dictionaries
that encourage edge similarities (2) Tackle the super-resolution problem from a
deep learning standpoint and provide deep network structures designed for super-
resolution. A step further in this line of research is to integrate sparsifying priors
into deep networks and investigate their impact on the performance especially in
absence of abundant training.
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Chapter 1
Introduction

In many domains of data processing, a commonly encountered problem is that

of signal representation. This is a well studied problem and has a vast number

of applications in information processing, in general. In this dissertation, we are

particularly interested in signal recovery under sparsity inducing image priors and

its application to some real world problems.

In recent years, sparse modeling and sparse representation of signals have re-

ceived a lot of attention and are very well-studied by the researchers in the signal

processing and statistics community. This chapter aims to review some of relevant

ideas to sparse signal representation and give a comprehensive understanding of its

application in signal and image processing, machine learning and computer vision.

Finally, we will motivate the contributions of this disseration.

1.1 Sparsity in Signal Processing: Overview

Parsimony in signal representation has been shown to have value in many applica-

tions. It is now a well-known fact that a large class of signals can be represented

in a compact manner with respect to some basis. Among those bases, the most

widely applicable ones are Fourier, wavelet or cosine basis. In fact, this idea has

been leveraged successfully in commercial signal compression algorithms known to

be JPEG 2000 [2]. Motivated by prevalence of sparsity in human perception [3],

research is conducted on sparse coding for signal and images for a variety of ap-

plications. Namely, signal and image acquisition [4], data compression [2] and
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Figure 1.1. Examples of different sparse structures that can be captured by a vector
or a matrix. Red boxes indicate non-zero values and white ones indicate zero values.

modeling [5].

A sparse vector or matrix is essentially a vector or matrix with only a few

number of non-zero elements. The number of non-zero elements is called sparsity

level. Signals or their corresponding vector/matrix representation can be sparse in

a variety of different ways. Each of which has its own structure and can be applied

in real-world problems to induce different kinds of structures and a priori on the

signals. Fig. 1.1 shows a few examples of how differently sparse signals can be

represented. these structures have different motivations and backgrounds so that

make each of them suitable for a specific scenario.

1.1.1 Compressive Sensing

This section surveys the theory of compressive sensing or CS in signal processing.

CS theory [4] asserts that certain signals and images are recoverable from far fewer

samples or measurements than traditional methods use. Compressive sensing aims

to acquire and reconstruct a signal through optimization and finding solutions to

underdetermined linear systems. To make this possible, CS significantly relies on

the fact that underlying signal is sparse in some proper basis.

In fact, compressive sensing which is also known as sparse sensing can be viewed

as a formalization of the quest for economical signal acquisition and representation

and it has witnessed a spurt over the past decade [4,6]. The sparse sensing problem
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is described as follows:

y = Φx + n, (1.1)

where x ∈ Rn is the signal, y ∈ Rm is the measurement (m < n), Φ ∈ Rm×n is the

measurement matrix, and n ∈ Rm is additive noise. The sparse signal recovery

problem is then posed as an optimization problem of the form:

x̂ = arg min
x
‖x‖0 s.t. ‖y −Φx‖2 ≤ ε. (1.2)

where ‖xxx‖0 is the `0 pseudo-norm and is equal to the number of non-zero elements

of vector xxx. Under certain conditions, the `0-norm can be relaxed to the `1-norm,

leading to a more tractable and convex optimization formulations. It is well-known

that usually additional structure among coefficient of sparse signal is incorporated

and it can be leveraged for better sparse recovery [7]. For instance, a power-law

relationship can be determined among the sorted coefficients of a compressible

signal. Or as it is ascertained in [7] specific probability distributions such as the

Student’s t-distribution and generalized Pareto distribution are well-known to be

compressible. In fact, incorporating such priors as compressible priors in a proba-

bilistic framework for sparse signal recovery problem has already been established

and will be reviewed in later chapters.

The work in this area so far has focused on the application of sparsity for

signal reconstruction problems, where a signal is recovered from a set of fewer

measurements. This idea can also be extended to classification by learning class-

specific dictionaries, the novelty arising from the careful choice of dictionaries

that best capture the inherent sparsity in a signal representation whilst having

discriminative power.

1.1.2 Sparse Representation-based Classification

Classification is a commonly encountered problem in information processing do-

main. Typically in a classification problem, we have access to data/information

belonging to two or more different classes or groups, and the challenge is to de-

velop an effective automatic scheme of assigning a new object to its correct group.

A list of classification problems is included but not limited to this indicative list:
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Object recognition, medical imaging, video tracking, pedestrian detection in video

sequences, bioinformatics and biometric applications for security (fingerprint/ face

recognition), communications, document classification, automatic target recogni-

tion, etc.

A few of common characteristics of real-world classification problems which we

aim to address a few of them throughout this dissertation are as follows:

• high-dimensional data,

• limited access to training,

• data acquisition in the presence of noise,

• incorporating prior knowledge into training model,

A significant contribution to the development of algorithms for image classifi-

cation that addressed some of the above mentioned challenges up to some extent is

a recent sparse representation-based classification (SRC) framework [8], which ex-

ploits the discriminative capability of sparse representations. The key idea is that

of designing class-specific dictionaries in combination with the analytical frame-

work of compressive sensing. Given a sufficiently diverse collection of training

images from each class, any image from a specific class can be approximately rep-

resented as linear combination of training images from the same class. Therefore,

if we have training images of all classes and form a basis or dictionary based on

that, any new and unseen test image has a sparse representation with respect to

such overcomplete dictionary. It is worth to mention that sparsity assumption

holds due to the class-specific design of dictionaries as well as the assumption of

the linear representation model.

Suppose we have sets of training image vectors (vectorized images) from mul-

tiple classes, collected into dictionaries AAAi, i = 1, . . . , K. Let there be Ni training

images (each in Rn) corresponding to the K predefined classes Ci, i = 1, . . . , K.

The collection of all training images is expressed using the matrix called dictionary

AAA = [AAA1 AAA2 . . . AAAK ], (1.3)

where AAA ∈ Rn×T , with T =
∑K

i=1 Ni. A new test image yyy ∈ Rn can now be
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represented as a sparse linear combination of the training atoms as,

yyy ' AAA1xxx1 +AAA2xxx2 + . . .+AAAKxxxK = AAAxxx, (1.4)

where xxx is ideally expected to be a sparse vector (i.e., only a few entries in xxx are

nonzero). Motivated by CS framework, the classifier seeks the sparsest represen-

tation by solving the following problem:

x̂xx = arg min ‖xxx‖1 subject to ‖yyy −AAAxxx‖2 ≤ ε. (1.5)

and then class assignment is simply carried out using the partial reconstruction

error terms as follows:

identity(yyy) = arg min
i
‖yyy −AAAδCi(x̂)‖2 (1.6)

where δCi(x̂xx) keeps all the elements of xxx which are from class Ci and zero-outs

everything else.

Experiments have shown that even in the presence of severe distortions such

as occlusion and pixel noise, the resulting sparse representation reveals the class-

association of yyy with a high degree of accuracy [8, 9]. The robustness of the SRC

method to real-world image distortions resulted in the widespread application of

SRC in practical classification tasks.

With emergence of SRC as a powerful and robust classifier, modifications to the

original framework have been considered. One simple extension uses regularizers

and minimizes the sum of l2-norms of the sub-vectors xxx, which results in an l1− l2
group sparse regularizer [10]. This idea is very similar to the idea of the group

Lasso proposed in [11]. Along the same line, to enforce sparsity within each group,

hierarchical Lasso was proposed in [12]. Some other regularizers that promote

group structures and extend SRC have been proposed in [13,14].

1.1.3 Sparse Priors for Signal Representation

Prior information about the structure of signals often leads to significant perfor-

mance improvements in many information analysis and signal processing applica-
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tions. In fact, introducing regularizers in the analytical formulation of problems is

motivated by having prior knowledge about the signal and the fact that it can help

in obtaining solutions to ill-posed problems [15]. Prior information also manifest

itself in other forms such as constraints or probability distributions on signals. Fur-

ther, the success of sparse representation-based methods and its many extensions

is based on the validity of the linear representation model which itself relies on

the assumption that enough diversity is captured by a large enough set of train-

ing samples. In practice however, most real-world applications have the limitation

that rich training is not available.

An attempt to alleviate this problem was proposed to use prior information

about the underlying signal. The main idea is that the sparse optimization problem

in (1.5) can be interpreted as maximizing the posterior probability of observing xxx

under a prior assumption that the coefficients of xxx are modeled as i.i.d. Laplacians.

The Laplacian prior encourages coefficients to take values closer to zero, thereby

approximating sparsity. This framework motivates the interpretation of sparsity as

a prior information for signal reconstruction. In fact, this is a particular example

of a broader framework: Bayesian. In Bayesian perspective, signal comprehension

can be enhanced by incorporating contextual information as priors. One great

benefit of leveraging Bayesian framework is the probabilistic prediction of sparse

coefficient and automatic estimation of model parameters. [15]

Sparsity is in fact a first-order description of structure in signals. However,

often there is a priori structure inherent to the sparse signals that is exploited for

better representation, compression or modeling. In fact, We can categorize sparse

recovery problems into two different category of approaches. One category uses

sparsity inducing regularizers in conjunction with reconstruction error term to ob-

tain a sparse approximation of the signal. Examples of these sort of techniques

are [8, 16–18]. Another approach falls into the category of Model-based Compres-

sive Sensing [19] where a set of priors are introduced on top of the sparse signal to

capture both sparsity and structure [19–23].

As an illustration, a connected tree structure can be enforced on wavelet co-

efficients to capture the multi-scale dependence [19]. Other such structured prior

models have also been integrated into the CS framework [20, 21, 24].The wavelet-

based Bayesian approach in [21] employs a “spike-and-slab” prior [25–28], which is
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a mixture model of two components representing the zero and nonzero coefficients,

and dependencies are encouraged in the mixing weights across resolution scales.

Introducing priors for capturing sparsity is a particular example of Bayesian

inference where the signal recovery can be enhanced by exploiting contextual and

prior information. As suggested by [29,30], sparsity can be induced via solving the

following optimization problem:

max
xxx

Pxxx(xxx) subject to ||yyy −AAAxxx||2 < ε. (1.7)

where Pxxx is the probability density function of xxx that simultaneously captures the

sparsity and structure (joint distributions of coefficients) of xxx. In comparison, the

standard CS recovery (1.2) captures only the sparse nature of xxx. The most common

example is the i.i.d. Laplacian prior which is equivalent to `1 norm minimization

[22,30]. The choice of sparsity promoting priors that can capture joint distribution

of coefficients (both structure and sparsity) is a challenging task. Examples of such

priors are Laplacian [22], generalized Pareto [7], Spike and Slab [31], etc.

1.1.4 Other Applications

Sparse representation methods have vast number of applications and we mentioned

a few of them in the previous subsections. However, applications of sparsity based

methods is not only limited to the aforementioned ones. They have also been

widely used in Automatic Target Recognition (ATR) in many different modalities

such as Synthetic Aperture Radar (SAR) imagery, HyperSpectral Imaging (HSI),

etc [32–36].

Sparsity has been playing an important role in many fields such as acoustic

signal processing [37], image processing [38] and recognition [39]. It has also been

widely used for clustering and subspace selection [40]. Recently, sparsity has been

applied to the problem of single image super resolution as well [41, 42]. In this

problem, a single low resolution image is provided and with aim of sparse repre-

sentation methods the high resolution image is achieved. We will talk about this

area later in this dissertation.
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1.2 Information Fusion

Advances in sensing technology have facilitated the easy acquisition of multiple

different measurements of the same underlying physical phenomena. Often there

is complimentary information embedded in these different measurements which can

be exploited for improved performance. For example, in face recognition or action

recognition we could have different views of a person’s face captured under different

illumination conditions or with different facial postures [43–47]. In automatic

target recognition, multiple SAR (synthetic aperture radar) views are acquired

[34]. The use of complimentary information from different color image channels in

medical imaging has been demonstrated in [48,49]. In border security applications,

multi-modal sensor data such as voice sensor measurements, infrared images and

seismic measurements are fused [50] for activity classification tasks. The prevalence

of such a rich variety of applications where multi-sensor information manifests in

different ways is a key motivation for one of our contribution in this dissertation.

1.2.1 Collaborative Data

Motivated by availability of information from different sources, many algorithms

have proposed to use the joint and complementary information from different

sources or observations. For instance, in classification scenarios, such as multi-

view face recognition, multi-view SAR ATR or hyperspectral classification this

joint information is readily available and one can exploit these data for better

classification accuracies. The SRC model is extended to incorporate this addi-

tional information by enforcing a common support set of training images for the

T correlated test images yyy1, . . . , yyyT :

YYY =
[
yyy1 yyy2 · · · yyyT

]
=
[
AAAxxx1 AAAxxx2 · · · AAAxxxT

]
= AAA

[
xxx1 xxx2 · · · xxxT

]
︸ ︷︷ ︸

XXX

= AAAXXX. (1.8)

The simplest way of enforcing structure on XXX is to assume that the vectors

xxxi, i = 1, . . . , T , all have non-zero entries at the same locations, albeit with dif-

ferent weights. This leads to the recovery of a sparse matrix SSS with only a few
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nonzero rows,

X̂XX = arg min ‖YYY −AAAXXX‖F subject to ‖XXX‖row,0 ≤ K0, (1.9)

where ‖XXX‖row,0 denotes the number of non-zero rows ofXXX and ‖·‖F is the Frobenius

norm. The greedy Simultaneous Orthogonal Matching Pursuit (SOMP) [18, 51]

algorithm has been proposed to solve this non-convex problem. More general

version of such joint sparsity models have been proposed by Zhang et al. in [43] . In

their so called Joint Dynamic Sparse Representation-based Classification (JDSRC)

they proposed a joint dynamic sparsity model instead of the rigid row sparsity

model discussed previously . Yuan et al. proposed a joint classification framework

using information from different modalities in [44]. Recently, Srinivas et al. also

proposed a simultaneous sparsity model for histopathological image classification

and used the complementary color information in RGB channels [49]. Other joint

or simultaneous sparse representations methods proposed for regression and multi-

view ATR [11,34].

Collaborative data may come from different sources according to the type of

the problem we are dealing with. For instance, in signal recovery multiple mea-

surements of the same phenomena can provide different sources of data or multiple

sensor measurements may provide complementary data that can be used for re-

covery. One typical form of collaborative data that can provide complementary

information is multi-spectral or in particular color information. Color information

from separate RGB channels in image processing has been successfully applied for

medical image classification [49] and image enhancement [52]. Later in this dis-

sertation we exploit color information as strong prior information for image super

resolution and illustrate their benefits on this task.

1.3 Goals and Contributions

Following this brief overview of the key ideas that will constitute this thesis, it is

now appropriate to state the goals of this research as follows:

• Use prior information on sparse signals and model parameters for boosting

performance of both recovery and enhancement problems.
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• Extend the application of joint information to broader applications and ex-

ploit color information in optical images for super-resolution.

• Extend the application of image priors to deep learning frameworks by ex-

ploiting signals’ structure using wavelets and regularizing network structures

using prior knowledge.

A snapshot of the main contributions of this dissertation is presented next.

Each contribution approaches the issue of signal recovery from different viewpoints

using multiple instances of prior knowledge, with the deployment of a rich variety

of algorithmic tools from signal processing and machine learning.

Chapter 2 addresses the sparse signal recovery problem in a Bayesian frame-

work where sparsity is enforced on reconstruction coefficients via probabilistic pri-

ors. In particular, we focus on a variant of spike and slab prior to encourage spar-

sity. The optimization problem resulting from this model has broad applicability

in recovery and regression problems and is known to be a hard non-convex problem

whose existing solutions involve simplifying assumptions and/or relaxations. We

propose an approach called Iterative Convex Refinement (ICR) that aims to solve

the aforementioned optimization problem directly allowing for greater generality

in the sparse structure. Essentially, ICR solves a sequence of convex optimization

problems such that sequence of solutions converges to a sub-optimal solution of

the original hard optimization problem. We propose two versions of our algorithm:

a.) an unconstrained version, and b.) with a non-negativity constraint on sparse

coefficients, which may be required in some real-world problems. Experimental

validation is performed on both synthetic data and for a real-world image recovery

problem, which illustrates merits of ICR over state of the art alternatives.

Chapter 3 serves as an introduction to single image super resolution and for

the rest of the dissertation. For super resolution task, sparsity constrained single

image super-resolution (SR) has been of much recent interest. A typical approach

involves sparsely representing patches in a low-resolution (LR) input image via a

dictionary of example LR patches, and then using the coefficients of this represen-

tation to generate the high-resolution (HR) output via an analogous HR dictionary.

However, most existing sparse representation methods for super resolution focus

on the luminance channel information and do not capture interactions between
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color channels. In this contribution, we extend sparsity based super-resolution to

multiple color channels by taking color information into account as strong prior

information. Edge similarities amongst RGB color bands are exploited as cross

channel correlation constraints. These additional constraints lead to a new op-

timization problem which is not easily solvable; however, a tractable solution is

proposed to solve it efficiently. Moreover, to fully exploit the complementary in-

formation among color channels, a dictionary learning method is also proposed

specifically to learn color dictionaries that encourage edge similarities. Merits of

the proposed method over state-of-the-art are demonstrated both visually and

quantitatively using image quality metrics.

Finally, chapter 4 extends the single image super resolution problem to deep

learning methods where recent advances have seen a surge of such approaches for

image super-resolution. Invariably, a network, e.g. a deep convolutional neural

network (CNN) or auto-encoder is trained to learn the relationship between low

and high-resolution image patches. Most of the deep learning based image super

resolution methods work on spatial domain data and aim to reconstruct pixel values

as the output of network. In the first part of this chapter, we explore the advantages

of exploiting transform domain data in the SR task especially for capturing more

structural information in the images to avoid artifacts. In addition to this and

motivated by promising performance of VDSR and residual nets in super resolution

task, we propose our Deep Wavelet network for Super Resolution (DWSR). Using

wavelet coefficients encourages activation sparsity in middle layers as well as output

layer. In addition to this, wavelet coefficients decompose the image into sub-bands

which provide structural information depending on the types of wavelets used. For

example, Haar wavelets provide vertical, horizontal and diagonal edges in wavelet

sub-bands which can be used to infer more structural information about the image.

Essentially our network uses complementary structural information from other sub-

bands to predict the desired high-resolution structure in each sub-band.

On the other hand, deep learning methods have shown promising performance

in super resolution and many other tasks in presence of abundant training which

means thousands or millions of training data points are available. However, they

suffer in cases where training data is not readily available. In the second part of

this chapter and as our final contribution in this dissertation, we investigate the
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performance of such deep structures in low training data scenarios and show that

their performance drops significantly. We look for remedies to this performance

degradation by exploiting prior knowledge about the problem. This could be in

terms of prior knowledge about the structure of images, or inter-pixel dependencies.

In particular, we propose to use natural image priors for image super resolution and

demonstrate that image priors in low training data scenarios enhance the recovery

of high resolution images despite having much less training data available.



Chapter 2
Contribution I: Iterative Convex

Refinement for Sparse Signal

Recovery

2.1 Introduction

Sparse signal approximation and compressive sensing (CS) have recently gained

considerable interest both in signal and image processing as well as statistics.

Sparsity is often a natural assumption in inverse problems and sparse recon-

struction or representation has variety of applications in image/signal classifica-

tion [8,47–49,53–56], dictionary learning [36,57–61], signal recovery [17,62], image

denoising and inpainting [63] and MRI image reconstruction [23]. Typically, sparse

models assume that a signal can be efficiently represented as sparse linear com-

bination of atoms in a given or learned dictionary [8, 12]. In other words, from

CS viewpoint, a sparse signal can be recovered from fewer number of observa-

tions [20, 21].

A typical sparse reconstruction algorithm aims to recover a sparse signal xxx ∈ Rp

from a set of fewer measurements yyy ∈ Rq (q � p) according to the following model:

yyy = AAAxxx+ nnn, (2.1)

where AAA ∈ Rq×p is the measurement matrix (Dictionary) and nnn ∈ Rq models the
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additive Gaussian noise with variance σ2.

In recent years, many sparse recovery algorithms have been proposed includ-

ing but not limited to the following: proposing sparsity promoting optimization

problems involving different regularizers such as `1 norm, `0 pseudo norm, greedy

algorithms [16, 17, 64–66], Bayesian-based methods [20, 67, 68] or general sparse

approximation algorithms such as SpaRSA, ADMM, etc. [62,69–71].

In Bayesian sparse recovery, the choice of priors plays a key role in promoting

sparsity and improving performance. Examples of such priors are Laplacian [22],

generalized Pareto [30], Spike and Slab [31], etc. In particular, we focus on the

setup of Yen et al. [72] who employ a variant of spike and slab prior to encourage

sparsity. The optimization problem resulting from this model has broad applica-

bility in recovery and regression problems and is known to be a hard non-convex

problem whose existing solutions involve simplifying assumptions and/or relax-

ations [23,53,72]. However, in this work we aim to solve the resulting optimization

problem directly in its general form. Our approach can be seen as a logical evolu-

tion of `1 reweighted methods [73, 74]. Motivated by this, the Main Contribu-

tions of our work are as follows: (1) We propose a novel Iterative Convex Refine-

ment (ICR) for sparse signal recovery. Essentially, the sequence of solutions from

these convex problems approaches a sub-optimal solution of the hard non-convex

problem. (2) We propose two versions of ICR: a.) an unconstrained version, and

b.) with a non-negativity constraint on sparse coefficients, which may be required

in some real-world problems such as image recovery. (3) Finally, we perform exper-

imental validation on both synthetic data and a realistic image recovery problem,

which reveals the benefits of ICR over other state-of-the-art sparse recovery meth-

ods. Further, we compare the solution of various sparse recovery methods against

the global solution for a small-scale problem, and remarkably the proposed ICR

finds the most agreement with the global solution. Finally, convergence analysis

is provided in support of the proposed ICR algorithm.

2.2 Proposed Setup for Sparse Signal Recovery

Introducing priors for capturing sparsity is a particular example of Bayesian in-

ference where the signal recovery can be enhanced by exploiting contextual and
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prior information. As suggested by [29,30], sparsity can be induced via solving the

following optimization problem:

max
xxx

Pxxx(xxx) subject to ||yyy −AAAxxx||2 < ε. (2.2)

where Pxxx is the probability density function of xxx that captures sparsity. The

most common example is the i.i.d. Laplacian prior which is equivalent to `1 norm

minimization [22,30]. A well-suited sparsity promoting prior is spike and slab prior

which is widely used in sparse recovery and Bayesian inference for variable selection

and regression [21,23,25,75]. In fact, it is acknowledged that spike and slab prior

is indeed the gold standard for inducing sparsity in Bayesian inference [76]. Using

this prior, every coefficient xi is modeled as a mixture of two densities as follows:

xi ∼ (1− wi)δ0 + wiPi(xi) (2.3)

where δ0 is the Dirac function at zero (spike) and Pi (slab) is an appropriate prior

distribution for nonzero values of xi (e.g. Gaussian). wi ∈ [0, 1] controls the

structural sparsity of the signal. If wi is chosen to be close to zero xi tends to

remain zero. On the contrary, by choosing wi close to 1, Pi will be the dominant

distribution encouraging xi to take a non-zero value.

Optimization Problem (Hierarchical Bayesian Framework): Any inference from

the posterior density for this model will be ill-defined because the Dirac’s delta

function is unbounded. Some ways to handle this issue include approximations [76],

such as approximation of spike term with a narrow Gaussian [26], approximating

the whole posterior function with product of Gaussian(s) and Bernoulli(s) density

functions [23, 77–80], etc. In this work, we focus on the setup of Yen et al. [72]

which is an approximate spike and slab prior for inducing sparsity on xxx. Inspired

by Bayesian compressive sensing (CS) [20, 75], we employ a hierarchical Bayesian

framework for signal recovery. More precisely, the Bayesian formulation is as fol-

lows:

yyy|AAA,xxx,γγγ, σ2 ∼ N
(
AAAxxx, σ2III

)
(2.4)

xxx|γγγ, λ, σ2 ∼
p∏
i=1

γiN (0, σ2λ−1) + (1− γi)I(xi = 0) (2.5)
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γγγ|κκκ ∼
p∏
i=1

Bernoulli(κi) (2.6)

where N (.) represents the Gaussian distribution. Also note that in (2.5) each

coefficient of xxx is modeled based on the framework proposed in [72]. Since γi is

a binary variable, it implies that conditioned on γi = 0, xi is equal to 0 with

probability one. On the other hand, conditioned on γi = 1, xi follows a normal

distribution with mean 0 and variance σ2λ−1. Motivated by Yen et al’s maximum

a posteriori (MAP) estimation technique [53,72] the optimal xxx,γγγ are obtained by

the following MAP estimate.

(xxx∗, γγγ∗) = arg max
xxx,γγγ

{
f(xxx,γγγ|AAA,yyy,κκκ, λ, σ2)

}
. (2.7)

Proposition 1. The MAP estimation above is equivalent to the following mini-

mization problem:

(xxx∗, γγγ∗) = arg min
xxx,γγγ

||yyy −AAAxxx||22 + λ||xxx||22 +

p∑
i=1

ρiγi (2.8)

where ρi , σ2 log
(

2πσ2(1−κi)2
λκ2i

)
.

Proof. To perform the MAP estimation, note that the posterior probability is given

by:

f(xxx,γγγ, |AAA,yyy, λ,κκκ) ∝ f(yyy|AAA,xxx,γγγ, σ2)f(xxx|γγγ, σ2, λ)f(γγγ|κκκ). (2.9)

The optimal xxx∗, γγγ∗ are obtained by MAP estimation as:

(xxx∗, γγγ∗) = arg min
xxx,γγγ
{−2 log f(xxx,γγγ, |AAA,yyy, λ,κκκ)} . (2.10)

We now separately evaluate each term on the right hand side of (2.9). According

to (2.4) we have:

f(yyy|AAA,xxx,γγγ, σ2) =
1

(2πσ2)q/2
exp

{
− 1

2σ2
(yyy −AAAxxx)T (yyy −AAAxxx)

}
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⇒ −2 log f(yyy|AAA,xxx,γγγ, σ2) = q log σ2 + q log(2π) +
1

σ2
||yyy −AAAxxx||2.

Since γi is assumed to be the indicator variable and only takes values 1 and 0, we

can rewrite (2.5) in the following form:

xxx|γγγ, λ, σ2 ∼
p∏
i=1

(
N (0, σ2λ−1)

)γi
.
(
I(xi = 0)

)1−γi

Therefore

f
(
xxx|γγγ, σ2, λ

)
=

p∏
i=1

(
1

(2πσ2/λ)1/2

)γi
exp

(
− γix

2
i

2σ2λ−1

)
(I(xi = 0))1−γi

=

(
2πσ2

λ

)− 1
2

∑p
i=1 γi

exp

{
− 1

2σ2λ−1

p∑
i=1

γix
2
i

}
p∏
i=1

I(xi = 0)1−γi

=

(
2πσ2

λ

)− 1
2

∑p
i=1 γi

exp

(
− ||x

xx||22
2σ2λ−1

) p∏
i=1

I(xi = 0)1−γi

⇒ −2 log f(xxx|γγγ, σ2, λ) =
||xxx||22
σ2λ−1

+ log

(
2πσ2

λ

) p∑
i=1

γi − 2

p∑
i=1

(1− γi) log I(xi = 0).

In fact the final term on the right hand side evaluates to zero, since I(xi = 0) =

1⇒ log I(xi = 0) = 0, and I(xi = 0) = 0⇒ xi 6= 0⇒ γi = 1⇒ (1− γi) = 0.

Finally (2.6) implies that

f(γγγ|κκκ) =

p∏
i=1

κγii (1− κi)1−γi

⇒ −2 log f(γγγ|κκκ) = −2

p∑
i=1

log κγii + log(1− κi)1−γi

= −2

p∑
i=1

γi log κi + (1− γi) log(1− κi)

= −2

p∑
i=1

γi log
( κi

1− κi

)
+ log(1− κi)
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=

p∑
i=1

γi log

(
1− κi
κi

)2

− 2

p∑
i=1

log(1− κi).

Plugging all these expressions back into (2.10) and neglecting constant terms, we

obtain:

(xxx∗, γγγ∗) = arg min
xxx,γγγ

q log σ2 +
1

σ2
||yyy −AAAxxx||2 +

||xxx||22
σ2λ−1

+ log

(
2πσ2

λ

) p∑
i=1

γi +

p∑
i=1

γi log

(
1− κi
κi

)2

(2.11)

Essentially, for fixed σ2 The cost function will reduce to:

L(xxx,γγγ) = ||yyy −AAAxxx||22 + λ||xxx||22 +

p∑
i=1

ρiγi (2.12)

where ρi , σ2 log
(

2πσ2(1−κi)2
λκ2i

)
.

Remark: Note that we are particularly interested in solving (2.8) which has

broad applicability in recovery and regression [72], image classification and restora-

tion [53, 81] and sparse coding [67, 82]. This is a non-convex mixed-integer pro-

gramming involving the binary indicator variable γγγ and is not easily solvable using

conventional optimization algorithms. It is worth mentioning that this is a more

general formulation than the framework proposed in [53] or [72] where authors

simplified the optimization problem by assuming the same κ for each coefficient

γi. This assumption changes the last term in (2.8) to ρ||xxx||0 and the resulting opti-

mization is solved in [72] by using Majorization-Minimization Methods. Further, a

relaxation of `0 to `1 norm reduces the problem to the well-known Elastic-Net [83].

The framework in (2.8) therefore offers greater generality in capturing the sparsity

of xxx. As an example, consider the scenario in a reconstruction or classification

problem where some dictionary (training) columns are more important than oth-

ers [84]. It is then possible to encourage their contribution to the linear model

by assigning higher values to the corresponding κi’s, which in turn makes it more

likely that the ith coefficient xi becomes activated.

We also have to mention that the goal of ICR is NOT to recover the sparsest

possible solution but it is to recover a meaningful sparse signal. The word mean-
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ingful can be interpreted differently in various contexts. For example in images, it

is required from ICR to generate images that have structure. Note that the signal

xxx that we recover is not only sparse as it is captured by the spike-and-slab prior

but also may satisfy additional properties that are physically meaningful required

by the application. For example the smoothness regularizer (prior) ‖xxx‖2 in images

generates output results that are pleasant images.

2.3 Iterative Convex Refinement (ICR)

We first develop a solution to (2.8) for the case when the entries of xxx are non-

negative. Then, we propose our method in its general form with no constraints.

The central idea of the proposed Iterative Convex Refinement (ICR) algorithm

– see Algorithm 1 – is to generate a sequence of optimization problems that refines

the solution of previous iteration based on solving a modified convex problem.

At iteration n of ICR, the indicator variable γi is replaced with the normalized

ratio xi

µ
(n−1)
i

and the convex optimization problem in (2.13) is solved which is a

simple quadratic programming with non-negativity constraint. Note that, µ
(n−1)
i

is intuitively the average value of optimal x∗i ’s obtained from iteration 1 up to

n − 1 and is rigorously defined as in (2.15). The motivation for this substitution

is that, if the sequence of solutions xxx(n) converges to a point in Rp we also expect
xi

µ
(n−1)
i

to converge to γi. Essentially, ICR is solving a sequence of convex quadratic

programming problem that their solution converges to a sub-optimal solution of

(2.8).

To generalize ICR to the unconstrained case, a simple modification is needed

at each iteration. In fact, at each iteration (2.14) is solved instead of (2.13).

Note that (2.14) is still convex and we solve it by alternating direction method

of multipliers [70]. Again we expect the ratio |xi|
|µ(n−1)
i |

to converge to the value of

optimal γi and the result of ICR be a sub-optimal solution for (2.8). ICR in both

its versions is summarized in Algorithm 11.

To analyze the convergence properties of ICR, we first define the function fn :

1The Matlab code for ICR is made available online at http://signal.ee.psu.edu/ICR/

ICRpage.htm
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Algorithm 1 Iterative Convex Refinement (ICR)

Input: AAA,κκκ,yyy.
initialize: µµµ(0) = AAATyyy, iteration index n = 1.
while Stopping criterion not met do

(1) Solve the convex optimization problem at iteration n:
(Non-negative) For non-negative ICR solve

xxx(n) = arg min
xxx<000
||yyy −AAAxxx||22 + λ||xxx||22 +

p∑
i=1

ρi
xi

µ
(n−1)
i

(2.13)

(Unconstrained) For unconstrained ICR solve

xxx(n) = arg min
xxx
||yyy −AAAxxx||22 + λ||xxx||22 +

p∑
i=1

ρi
|xi|∣∣µ(n−1)
i

∣∣ (2.14)

(2)
Update µ

(n)
i : µ

(n)
i =

1

n

n∑
k=1

x
(k)
i i = 1, ..., p (2.15)

(3) Increase iteration index n.
end while if ||xxx(n) − xxx(n−1)|| ≤ tol

Output: xxx∗ = xxx(n−1), γ∗i =
x∗i

µ
(n−1)
i

for all i = 1, ..., p.

Rp → R as follows:

fn(xxx) = xxxT (AAATAAA+ λIII)xxx− 2yyyTAAAxxx+

p∑
i=1

ρi∣∣µ(n−1)
i

∣∣ |xi| (2.16)

which is another form of the functions to be minimized at each iteration of ICR. For

the rest of our analysis, without loss of generality we assume that |yi| ≤ 1, i = 1...q,

|xi| ≤ 1, i = 1...p and columns of AAA have unity norm. With this definition and

assuming α is a constant that α < 1
2(q+p)

, we propose the following two lemmas:

Lemma 1. If
∣∣µ(n0)
j

∣∣ < αρj, then x
(n0+1)
j = 0. (γj ≈ xj

µ
(n0)
j

= 0)

Proof. Assume that for a specific j,
∣∣µ(n0)
j

∣∣ < αρj. Then for the next iteration the
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cost function to be minimized is as follows:

fn0+1(xxx) = xxxT (AAATAAA+ λIII)xxx− 2yyyTAAAxxx+

p∑
i=1

ρi∣∣µ(n0)
i

∣∣ |xi| (2.17)

Assume that the argument that minimizes (2.17) is xxx(n0+1). we can rewrite it in

the following form:

xxx(n0+1) = xxxb + xjeeej (2.18)

where eeej is the jth basis function with one at component j and zeros elsewhere. xj

is the jth element of xxx(n0+1) and xxxb is equal to xxx(n0+1) except at jth element which

is zero. We prove that if
∣∣µ(n0)
j

∣∣ < αρj, then xj = 0.

fn0+1(xxxb) = xxxTb (AAATAAA+ λIII)xxxb − 2yyyTAAAxxxb +

p∑
i=1

ρi∣∣µ(n0)
i

∣∣ |xbi|
fn0+1(xxx(n0+1)) = (xxxb + xjeeej)

T (AAATAAA+ λIII)(xxxb + xjeeej)

−2yyyTAAA(xxxb + xjeeej) +

p∑
i=1

ρi∣∣µ(n0)
i

∣∣ |xbi|+ ρj∣∣µ(n0)
j

∣∣ |xj|
Therefore, their difference is:

fn0+1

(
xxx(n0+1)

)
− fn0+1

(
xxxb
)

= x2
jeee
T
j (AAATAAA+ λIII)eeej + 2xjxxx

T
b (AAATAAA+ λIII)eeej

−2xjyyy
TAAAeeej +

ρj∣∣µ(n0)
j

∣∣ |xj|
=

∣∣xj∣∣(|xj|(AAATAAA+ λIII)jj +
ρj∣∣µ(n0)
j

∣∣)
−2xj

(
yyyTAAAeeej − xxxTb (AAATAAA+ λIII)eeej

)
(2.19)

We want to show that this difference is always positive except for xj = 0 which

means xj must be zero in order for fn0+1

(
xxx(n0+1)

)
to be minimum. To do so, we

show the following statements are true for nonzero xj:∣∣∣2xj(yyyTAAAeeej − xxxTb (AAATAAA+ λIII)eeej

)∣∣∣ < ∣∣xj∣∣(|xj|(AAATAAA+ λIII)jj +
ρj∣∣µ(n0)
j

∣∣)
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⇔ 2
∣∣∣yyyTAAAeeej − xxxTbAAATAAAeeej + λxxxTb eeej

∣∣∣ < |xj|(AAATAAA+ λIII)jj +
ρj∣∣µ(n0)
j

∣∣
⇔ 2

∣∣∣yyyTAAAeeej − xxxTbAAATAAAeeej∣∣∣ < (1 + λ)|xj|+
ρj∣∣µ(n0)
j

∣∣
⇔ 2

∣∣∣(yyy −AAAxxxb)TAAAeeej∣∣∣ < (1 + λ)|xj|+
ρj∣∣µ(n0)
j

∣∣ (2.20)

In the above derivations, we used the fact that (AAATAAA)jj = 1 since columns of AAA

have unity norm. On the other hand, Cauchy-Schwarz inequality implies that,

2
∣∣∣(yyy −AAAxxxb)TAAAeeej∣∣∣ ≤ 2||yyy −AAAxxxb||.||AAAeeej|| = 2||yyy −AAAxxxb||

≤ 2(||yyy||+ ||AAAxxxb||) ≤ 2(
√
q + p)

Last inequality holds because of the fact that we assumed that magnitude of xi

and yi do not exceed one. Also since we assumed
∣∣µ(n0)
j

∣∣ < αρj and by definition

of α we have:

(1 + λ)|xj|+
ρj∣∣µ(n0)
j

∣∣ ≥ 1

α
≥ 2(q + p) ≥ 2(

√
q + p)

Therefore, (2.20) is always true, since the right hand side is always greater than

the left hand side. This implies that (2.19) is positive for nonzero xj and, hence we

must have xj = 0. Otherwise, it would contradict the fact that f
(
xxx(n0+1)

)
is the

minimum value. Note that these are loose bounds and in practice they are easily

satisfied. For example, ||yyy −AAAxxxb|| is practically very small.

This lemma also implies that if
∣∣µ(n)
j

∣∣ < αρj for some n, then xj will remain

zero for all the following iterations. Remark: This is a very interesting result and

may be potentially useful in updating xj. During the iterations, the moment one

of the xj’s goes below αρj, xj should stay zero for all the following iterations. We

can use this property and bring the jth component of xxx and the corresponding

column from matrix A out of the model and reduce the size of the model. This

can significantly expedite the ICR algorithm.

Lemma 2. If
∣∣µ(n)
j

∣∣ ≥ αρj for all n ≥ n0, then there exists Nj ≥ n0 such that for
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all n > Nj we have ∣∣∣∣ 1∣∣µ(n+1)
j

∣∣ − 1∣∣µ(n)
j

∣∣
∣∣∣∣ ≤ c

n+ 1
(2.21)

where c is some positive constant.

Another interpretation of this lemma is that as the number of iterations grows,

the cost functions at each iteration of ICR get closer to each other. In view

of these two lemmas, we can show that the sequence of optimal cost function

values obtained from ICR algorithm forms a Quasi-Cauchy sequence [85]. In other

words, this is a sequence of bounded values that their difference at two consecutive

iterations gets smaller.

Proof. Assume
∣∣µ(n)
j

∣∣ ≥ αρj = ε. First, note that it is straightforward to see that

the difference of consecutive average values has the following property: − 1
n+1
≤∣∣µ(n+1)

j

∣∣− ∣∣µ(n)
j

∣∣ ≤ 1
n+1

. Now, let Nj = 2
αρj

, then for all n > Nj we have:

∣∣µ(n)
j

∣∣− 1

n+ 1
≤
∣∣µ(n+1)
j

∣∣ ≤ ∣∣µ(n)
j

∣∣+
1

n+ 1
(2.22)

where the left hand side is positive, since

∣∣µ(n)
j

∣∣− 1

n+ 1
≥ αρj −

1

Nj

=
αρj
2

= δ > 0

Using this fact and (2.22) we infer that:

1∣∣µ(n)
j

∣∣+ 1
n+1

≤ 1∣∣µ(n+1)
j

∣∣ ≤ 1∣∣µ(n)
j

∣∣− 1
n+1

⇒ 1∣∣µ(n)
j

∣∣+ 1
n+1

− 1∣∣µ(n)
j

∣∣ ≤ 1∣∣µ(n+1)
j

∣∣ − 1∣∣µ(n)
j

∣∣ ≤ 1∣∣µ(n)
j

∣∣− 1
n+1

− 1∣∣µ(n)
j

∣∣
⇒

− 1
n+1(∣∣µ(n)

j

∣∣+ 1
n+1

)∣∣µ(n)
j

∣∣ ≤ 1∣∣µ(n+1)
j

∣∣ − 1∣∣µ(n)
j

∣∣ ≤ 1
n+1(∣∣µ(n)

j

∣∣− 1
n+1

)∣∣µ(n)
j

∣∣
In the last expression, we have:

RHS =
1

(n+ 1)
(∣∣µ(n)

j

∣∣− 1
n+1

)∣∣µ(n)
j

∣∣ ≤ 1

(n+ 1)εδ
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LHS =
−1

(n+ 1)
(∣∣µ(n)

j

∣∣+ 1
n+1

)∣∣µ(n)
j

∣∣ ≥ −1

(n+ 1)εδ

Therefore, ∣∣∣∣ 1∣∣µ(n+1)
j

∣∣ − 1∣∣µ(n)
j

∣∣
∣∣∣∣ ≤ 1

(n+ 1)εδ
, n > Nj.

Theorem 1. After a sufficiently large n, the sequence of optimal cost function

values obtained from ICR forms a Quasi-Cauchy sequence. i.e. an = fn(xxx(n)) is a

Quasi-Cauchy sequence of numbers.

∣∣fn+1(xxx(n+1))− fn(xxx(n))
∣∣ ≤ c′

n
. (2.23)

Proof. Before proving the proof, note that we can assume for a sufficiently large

N0, if n ≥ N0, then
∣∣µ(n)
j

∣∣ is either always less than αρj or always greater. Because

according to Lemma 1, we know that if
∣∣µ(n)
j

∣∣ once becomes smaller than αρj for

some n, it will remain less than αρj for all the following iterations. Therefore,

let nj, j = 1...p be the iteration index that for all n > nj,
∣∣µ(n)
j

∣∣ < ε. Note that

some nj’s may be equal to infinity which means they are never smaller than ε. For

those j that nj = ∞, let Nj to be the same as Nj defined in proof of Lemma 2.

With these definitions, we now proceed to prove the Theorem. We first show that

for n > N0 = max(maxj nj,maxj Nj), the sequence of fn(xxx(n)) has the following

property:

∣∣fn+1(xxx(n))− fn(xxx(n))
∣∣ =

∣∣∣ p∑
i=1

ρi

( 1∣∣µ(n)
i

∣∣ − 1∣∣µ(n−1)
i

∣∣)|xi|∣∣∣
≤

∑
|µ(n−1)
i |<ε

ρi

∣∣∣∣∣ 1∣∣µ(n)
i

∣∣ − 1∣∣µ(n−1)
i

∣∣
∣∣∣∣∣|xi|+ ∑

|µ(n−1)
i |≥ε

ρi

∣∣∣∣∣ 1∣∣µ(n)
i

∣∣ − 1∣∣µ(n−1)
i

∣∣
∣∣∣∣∣|xi|

≤
∑

|µ(n−1)
i |≥ε

ρi
c

n
|xi| ≤ pmax {ρi}

c

n
≤ c′

n
. (2.24)

This property also holds for xxx(n+1). Finally, We show that for n > N0, an = fn(xxx(n))



25

is Quasi-Cauchy. Since the minimum value fn+1(xxx(n+1)) is smaller than fn+1(xxx(n)),

we can write:

fn+1(xxx(n+1))− fn(xxx(n)) ≤ fn+1(xxx(n))− fn(xxx(n)) ≤ c′

n

where we used (2.24) for n > N0. With the same reasoning for n > N0 we have:

fn+1(xxx(n+1))− fn(xxx(n)) ≥ fn+1(xxx(n+1))− fn(xxx(n+1)) ≥ −c
′

n

Therefore,

∣∣fn+1(xxx(n+1))− fn(xxx(n))
∣∣ ≤ c′

n

for n > N0.

Remark: Despite the fact that analytical results show a decay of order 1
n

in

difference between consecutive optimal cost function values, ICR shows much faster

convergence in practice. Combination of this theorem with a reasonable stopping

criterion guarantees the termination of the ICR algorithm. The stopping criteria

used in this case is the norm of difference in the solutions xxx(n) in consecutive

iterations. At termination where the solution converges, the ratio xi

µ
(n)
i

will be zero

for zero coefficients and approaches 1 for nonzero coefficients, which matches the

value of γi in both cases.

2.4 Experimental Validation

We now apply the ICR method to sparse recovery problem. Two experimental

scenarios are considered: 1.) synthetic data and 2.) a real-world image recovery

problem. In each case, comparisons are made against state of the art alternatives.

Synthetic data: We set up a typical experiment for sparse recovery as in [16, 72]

with a randomly generated Gaussian matrixAAA ∈ Rq×p and a sparse vector xxx0 ∈ Rp.

Based on AAA and xxx0, we form the observation vector yyy ∈ Rq according to the

additive noise model: yyy = AAAxxx0 + nnn with σ = 0.01. The competitive state-of-the-

art methods for sparse recovery that we compare against are: 1) SpaRSA [62, 86]
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which is a powerful method to solve the problems of the form (2.8) 2) Yen et al.

framework, Majorization Minimization (MM) algorithm [72] 3) Elastic Net [83] 4)

FOCUSS algorithm [73] which is a reweighted `1 algorithm for sparse recovery [74]

5) expectation propagation approach for spike and slab recovery (SS-EP) [77] and

finally 6) Variational Garrote (VG) [79]. Initialization for all methods is consistent

as suggested in [86].

Table 2.1 reports the experimental results for a small scale problem. We chose

to first report results on a small scale problem in order to be able to use the IBM

ILOG CPLEX optimizer [87] which is a very powerful optimization toolbox for

solving many different optimization problems. It can also find the global solution

to non-convex and mixed-integer programming problems. We used this feature

of CPLEX to compare ICR’s solution with the global minimizer. For obtaining

the results in Table 2.1, we choose p = 64, q = 32 and the sparsity level of

xxx0 is 10. We generated 1000 realizations of AAA,xxx0 and nnn and recovered xxx using

different methods. Two different types of figures of merit are used for evaluation

of different sparse recovery methods: First, we compare different methods in terms

of cost function value averaged over realizations, which is a direct measure of the

quality of the solution to (2.8). Second, we compare performances from the sparse

recovery viewpoint, and used the following figures of merit: mean square error

(MSE) with respect to the global solution (xxxg) obtained by CPLEX optimizer,

“Support Match” (SM) measure indicating how much the support of each solution

matches to that of xxxg. However, cost function values and comparisons with global

solution are not provided for SS-EP and VG since they are not direct solutions to

the optimization problem in (2.8).

As can be seen from Table 2.1, ICR outperforms the competing methods in

many different aspects. In particular from the first row, we infer that ICR is

a better solution to (2.8) since it achieves a better minimum in average sense.

Moreover, significantly higher support match (SM = 97.13% ) measure for ICR

shows that ICR’s solution shows much more agreement with the global solution.

Finally, the ICR solution is also the closest to the global solution obtained from

CPLEX optimizer in the sense of MSE (by more than one order of magnitude).

Next, we present results for a typical larger scale problem. We chose p =

512, q = 128 and set the sparsity level of xxx0 to be 30 and carry out the same
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Table 2.1. Comparison of methods for p = 64 and q = 32.
Method SpaRSA MM E-Net FOCUSS ICR

Avg f(xxx∗) 2.05E-2 1.52E-2 3.33E-2 3.89E-2 1.45E-2
MSE vs. xxxg 1.07E-3 5.49E-3 2.45E-4 1.55E-4 8.45E-5
SM vs. xxxg (%) 81.57 80.25 70.20 90.53 97.13

Table 2.2. Comparison of methods for p = 512 and q = 128.
Method VG MM FOCUSS SS-EP ICR

Avg f(xxx∗) – 1.02E-1 8.31E-2 – 6.72E-2
MSE vs. xxx0 3.65E-4 1.89E-3 3.69E-4 3.50E-4 2.39E-4
Sparsity Level 16.82 79.32 21.37 21.68 28.88
SM vs. xxx0 (%) 89.45 84.12 94.17 93.90 95.41
Time (sec) 0.82 3.38 3.01 5.37 3.15

experiment as before. Because of the scale of the problem, the global solution

is now unavailable and therefore, we compare the results against xxx0 which is the

“ground truth”. Results are reported in Table 2.2. Table 2.2 also additionally

reports the average sparsity level of the solution and it can be seen that the sparsity

level of ICR is the closest to the true sparsity level of xxx0. In all other figures of

merit, viz. the cost function value (averaged over realizations), MSE and support

match vs. xxx0, ICR is again the best. Fig. 2.1 additionally shows the convergence

plots for ICR and ICR-NN respectively.

Image reconstruction: In this part we aim to apply our ICR algorithm to real

data for reconstruction of handwritten digit images from the well-known MNIST

dataset [88]. The MNIST dataset contains 60000 digit images (0 to 9) of size

28× 28 pixels. Most of pixels in these images are inactive and zero and only a few

take non-zero values. Thus, these images are naturally sparse and fit into the spike

and slab model. The experiment is set up such that a sparse signal xxx (vectorized

Figure 2.1. Convergence of ICR (right) and ICR-NN(left). MSE vs. # of iteration.
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Figure 2.2. Examples of reconstructed images from MNIST dataset using different
methods. The Numbers appeared next to each method is the average MSE.

image) is to be reconstructed from a smaller set of random measurements yyy. For

any particular image, we assume the random measurement (150 measurements)

are obtained by a Gaussian measurement matrix AAA ∈ R150×784 with added noise

according to (2.1). We compare our result against the following state-of-the-art

image recovery methods for sparse images: 1.) SALSA-TV which uses the variable

splitting proposed by Figueiredo et al. [89] combined with Total Variation (TV)

regularizers [90]. 2.) A Bayesian Image Reconstruction (BIR) [67], based on a more

recent version of Bayesian image reconstruction method [68] proposed by Hero et

al.. We also compare our results with Adaptive Elastic Net method [83] which

is commonly used in sparse image recovery problems. Finally, the result of the

non-negative ICR (ICR-NN) is shown which explicitly enforces a non-negativity

constraint on xxx which in this case corresponds to the intensity of reconstructed

image pixels. Recovered images are shown in Fig. 2.2 and the corresponding

average reconstruction error (MSE) for the whole database appears next to each

method. Clearly, ICR and ICR-NN outperform the other methods both visually

and based on MSE value. It is also intuitively satisfying that ICR-NN which

captures the non-negativity constraint natural to this problem, provides the best

result overall.

Following the same experimental setup for synthetic data, we illustrate the

performance of the ICR in comparison with others as the sparsity level of xxx0

(||xxx0||0) changes. We vary the true sparsity level from only 5 non-zero elements
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Figure 2.3. Comparison of MSE (Left) and Support Match (SM) (Right) obtained by
each method versus sparsity level of xxx0.

in xxx0 up to 75 and compared MSE and support match percentage of the solutions

from each method. The length of sparse signal is chosen to be p = 512 and number

of observations is q = 128.

Fig. 2.3 shows an alternate result as the MSE plotted against the sparsity level;

once again the merits of ICR are readily apparent. This Figure also illustrates that

the support of ICR’s solution is the closest to the support of xxx0. More than 90%

match between the support of ICR’s solution and that of xxx0 for a wide range of

sparsity levels makes ICR very valuable to variable selection problems specially

in Bayesian framework. Fig. 2.4 shows the actual sparsity level of solution for

different methods. The dashed line corresponds to the true level of sparsity and

ICR’s solutions is the closest to the dashed line implying that the level of sparsity

of ICR’s solution matches the level of sparsity of xxx0 more than other methods.

This also support the results obtained from Fig. 2.3.

Fig. 2.5 illustrates the mean square errors (MSEs) and support match (SM)

obtained from different methods under different SNRs. The chosen values for σ

are 0.05, 0.01, 0.001, 0.0001.

In addition to these results, Table 2.3 shows the results of comparing ICR

against a few other methods for sparse signal recovery. These methods are Sparse

Recovery by Separable Approximation (SpaRSA) [62] and Elastic Net [83].
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Figure 2.4. Comparison of average sparsity level obtained by each method versus
sparsity level of xxx0. Dashed line shows the true level of sparsity

Figure 2.5. Comparison of MSE (Left) and Support Match (SM) (Right) obtained by
each method under various noise levels.

2.5 Conclusions and Future Work

In this chapter, we develop a novel algorithm (ICR) to optimize a hard non-convex

cost function with applications in sparse recovery. Unlike existing approaches, ICR

does not simplify the optimization by assumptions/relaxations and hence affords

a more general sparse structure. Experiments on synthetic data as well as a real-

world image recovery problem confirms practical merits of ICR. Future research

may investigate further analysis of ICR properties and extensions to multi-task

scenarios.

In this line of research exploiting different sparsifying priors and extension to

multi-task and collaborative signal recovery should be considered as future research
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Table 2.3. Comparison of methods for p = 512 and q = 128.
Method SpaRSA Elastic-Net ICR

Avg f(xxx∗) 8.75E-2 9.77E-2 6.72E-2

MSE vs. xxx0 1.05E-3 8.35E-4 2.39E-4

Sparsity Level 54.12 77.81 28.88

SM vs. xxx0 (%) 90.47 86.81 95.41

direction. Also current research focus is about accelerating the ICR algorithm and

parameter learning for obtaining more accurate recovery results.



Chapter 3
Contribution II: Color Super

Resolution via Exploiting Cross

Channel Constraints

3.1 Introduction

Super resolution is a branch of image reconstruction and an active area of re-

search that focuses on the enhancement of image resolution. Conventional Super-

Resolution (SR) approaches require multiple Low Resolution (LR) images of the

same scene as input and maps them to a High Resolution (HR) image based on

some reasonable assumptions, prior knowledge, or capturing the diversity in LR

images [91–93]. This can be seen as an inverse problem of recovering the high

resolution image (signal) by fusing the low resolution images of the scene. The

recovered image should produce the same low resolution images if the physical

image formation model is applied to the HR image. However, SR task is a severely

ill-posed problem since much information is lost in the process of going from high

resolution images to low resolution images and hence the solution is not unique.

Consequently, strong prior information is incorporated to yield realistic and ro-

bust solutions. Example priors include knowledge of the underlying scene, distri-

bution of pixels, historical data, smoothness and edge information and so on so

forth. [94–97]
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In contrast to conventional super resolution problem with multiple low resolu-

tion images as input, single image super-resolution methods have been developed

recently that generate the high resolution image only based on a single low reso-

lution image. Classically, the solution to this problem is based on example-based

methods exploiting nearest neighbor estimations, where pairs of low and high res-

olution image patches are collected and each low resolution patch is mapped to a

corresponding high resolution patch. Freeman et al. [91] proposed an estimation

scheme where high-frequency details are obtained by taking nearest neighbor based

estimation on low resolution patches. Glasner et al. [98] used the observation that

patches in a natural image tend to redundantly recur many times inside the image,

both within the same scale, as well as across different scales and approached the

single image super resolution problem. An alternate mapping scheme was proposed

by Kim et al. [99] using kernel ridge regression.

Many learning techniques have been developed which attempt to capture the

co-occurrence of low resolution and high resolution image patches. [100] proposed

a Bayesian approach by using Primal Sketch priors. Inspired by manifold forming

methods like locally linear embedding (LLE), Chang et al. [101] proposed a neigh-

bourhood embedding approach. Specifically, small image patches in the low and

high resolution images form manifolds with similar local geometry in two distinct

feature spaces and local geometry information is used to reconstruct a patch using

its neighbors in the feature space.

More recently, sparse representation based methods have been applied to the

single image super resolution problem. Essentially in these techniques, a historical

record of typical geometrical structures observed in images is exploited and exam-

ples of high and low resolution image patches are collected as dictionary (matrix).

Yang et al. proposed to apply sparse coding for retrieving the high resolution

image from the LR image [41]. Zeyde et al. extended this method to develop a

local Sparse-Land model on image patches [102]. Timofte et al. proposed the An-

chored Neighborhood Regression (ANR) method which uses learned dictionaries in

combination with neighbor embedding methods [103,104]. Other super resolution

methods based on statistical signal processing or dictionary learning methods have

been proposed by [105–110].

On top of sparsity based methods, learning based methods have also been
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exploited for SR problems to learn dictionaries that are more suitable for this task.

Mostly, dictionary learning or example-based learning methods in super-resolution

use an image patch or feature-based approach to learn the relationship between

high resolution scenes and their low resolution counterparts. Yang et al. [111]

propose to use a collection of raw image patches as dictionary elements in their

framework. Subsequently, a method that learns LR and HR dictionaries jointly

was proposed in [41]. A semi-coupled dictionary learning (SCDL) model and a

mapping function was proposed in [112] where the learned dictionary pairs can

characterize the structural features of the two image domains, while the mapping

function reveals the intrinsic relationship between the two. In addition, coupled

dictionary learning for the same problem was proposed in [113], where the learning

process is modeled as a bilevel optimization problem. Dual or joint filter learning

in addition to dual (joint) dictionaries was developed by Zhang et al. [114].

3.1.1 Sparsity Based Single Image Super-Resolution

In the setting proposed by Yang et al. (ScSR) [41] a large collection of correspond-

ing high resolution and low resolution image patches is obtained from training

data. In this framework, the low resolution information can either be in the form

of raw image patches, high frequency or edge information, or any other types of

representative features, while high resolution information is in the form of image

pixels to ensure reconstruction of high resolution images. Using methods men-

tioned for dictionary learning in SR task and sparsity constraints, high resolution

and low resolution dictionaries are jointly learned such that they are capable of

representing the LR image patches and their corresponding HR counterparts using

the same sparse code. Once the dictionaries are learned, the algorithm searches

for a sparse linear representation of each patch of LR image based on the following

sparse coding optimization:

xxx∗ = arg min
xxx

1

2
||yyyl −DDDlxxx||22 + λ||xxx||1 (3.1)

where DDDl is the learned low resolution dictionary (or dictionary that is learned

based on features extracted from LR patches), xxx is the sparse code representing

the LR patch (or features extracted from LR patch) with respect to DDDl and λ is a
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regularizer parameter for enforcing the sparsity prior and regularizing the ill-posed

problem. This is the familiar and famous LASSO [12, 115] problem which can be

easily solved using any sparse solver toolbox. The high resolution reconstruction

(yyyh) of each low resolution patch or features of the patch (yyyl) is then reconstructed

using the same sparse code according to the HR dictionary as: yyyh = DDDhxxx
∗. Joint

dictionary learning for SR considers the problem of learning two joint dictionaries

DDDl and DDDh for two features spaces (low resolution and high resolution domains)

which are assumed to be tied by a certain mapping function [41, 112]. The as-

sumption is that xxx, the sparse representation of yyyl based on learned low resolution

dictionary, should be the same as that of yyyh according to DDDh. The following opti-

mization problem encourages this idea and learns low resolution and high resolution

image dictionaries according to the same sparse code:

min
DDDl,DDDh,{xxxi}

1

N

N∑
i=1

1

2
‖yyyil −DDDlxxx

i‖2
2 +

1

2
‖yyyih −DDDhxxx

i‖2
2 + λ‖xxxi‖1

st. ‖DDDl(:, k)‖2
2 ≤ 1, ‖DDDh(:, k)‖2

2 ≤ 1, k = 1, 2, ..., K. (3.2)

where N is the number of training sample pairs and K is the number of desired

dictionary basis atoms. DDD(:, k) denotes the kth column of the matrix DDD.

3.1.2 Motivation and Contributions

Most super-resolution methods, especially in single image SR literature, have been

designed to increase the resolution of a single channel (monochromatic) image. A

related yet more challenging problem, color super-resolution, addresses enhancing

resolution of color (multi-channel) low resolution images to increase their spatial

resolution. The typical solution for color super resolution involves applying SR al-

gorithms to each of the color channels independently [116,117]. Another approach

which is more common is to transform the problem to a different color space such

as YCbCr, where chrominance information is separated from luminance, and SR

is applied only to the luminance channel [41, 103, 113] since human eye is more

sensitive to luminance information than chrominance information. Both of these

methods are suboptimal for the color super-resolution problem as they do not fully

exploit the complementary information that may exist in different color channels.
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The former ignores cross channel correlations and the latter despite taking into

account some level of color correlation, does not methodically capture chromi-

nance geometry. In particular, many images have key geometric components in

chrominance channels. For instance, Fig. 3.1 illustrates a synthetic image where

chrominance (Cb and Cr) edges are even more pronounced than those in the lu-

minance channel (Y). In traditional multi-frame super resolution problem, color

information has indeed been used in different ways to enhance super resolution

results. Farsiu et al. [118] proposed a multi-frame demosaicing and super resolu-

tion framework for color images using different color regularizers. Belekos et al.

proposed multi channel video super resolution in [119] and general color dictionary

learning for image restoration is proposed in [120–122]. Other methods that use

color channel information are proposed in [123–130].

In this work, we extend sparsity based super resolution by effectively using

color priors to further enhance super resolution results and develop a sparsity based

Multi-Channel (i.e. color) constrained Super Resolution (MCcSR) framework. The

key contributions of our work1 are as follows [132]:

• We explicitly address the problem of color image super-resolution by inclusion

of color regularizers in the sparse coding for SR. These color regularizers

capture the cross channel correlation information existing in different color

channels and exploit it to better reconstruct super-resolution patches. The

resulting optimization problem with added color-channel regularizers is not

easily solvable and a tractable solution is proposed.

• The amount of color information is not the same in each region of the image

and in order to be able to force color constraints we develop a measure that

captures the amount of color information and then use it to balance the effect

of color regularizers. Therefore, an adaptive color patch processing scheme

is also proposed where patches with stronger edge similarities are optimized

with more emphasis on the color constraints.

• In most dictionary learning algorithms for super-resolution, only the corre-

spondence between low and high resolution patches is considered. However,

1Preliminary version of this work was presented at IEEE ICIP in September 2016 [131]
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we propose to learn dictionaries whose atoms (columns) are not only low

resolution and high resolution counterparts of each other, but also in the

high resolution dictionary in particular, we incorporate color regularizers

such that the resulting learned high resolution patches exhibit high edge

correlation across RGB color bands.

• Reproducibility: All results in this chapter are completely reproducible. The

MATLAB code as well as images corresponding to the SR results are made

available at: http://signal.ee.psu.edu/MCcSR.html.

The rest of this chapter is organized as follows: In Section 3.2, we generalize

the sparsity-based super resolution framework to multiple (color) channels and

motivate the choice of color regularizers. These color regularizers are used in

Section 3.3 to assist learning of color adaptive dictionaries suitable for color super

resolution task. Section 3.4 includes experimental validation which demonstrates

the effectiveness of our approach by comparing it with state-of-the-art image SR

techniques. Concluding remarks are collected in Section 3.5.

3.2 Sparsity Constrained Color Image Super Res-

olution

3.2.1 Problem Formulation

A characteristic associated with most natural images is strong correlation between

high-frequency spatial components across the color (RGB) channels. This is based

on the intuition that a luminance edge for example is spread across the RGB

channels [52,118]. Fig. 3.1 illustrates this idea.

We can hence encourage the edges across color channels to be similar to each

other. Fig. 3.2 also shows that RGB edges are far more close to each other than

YCbCr edges. Such ideas have been exploited in traditional image fusion type

super-resolution techniques [118], yet sparsity-based single image super resolution

lacks a concrete color super resolution framework. Edge similarities across RGB
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Figure 3.1. Color chessboard cube and color channel components.

Figure 3.2. Edges for color channels of chessboard cube.

color channels may be enforced in the following manner [118,133,134].

‖SSSµyyyhµ −SSSνyyyhν‖2 < εµν , µ, ν ∈ {r, g, b} , µ 6= ν (3.3)

where r, g and b subscripts are indicating signals in R, G and B channels and SSS

matrix is a high-pass edge detector filter as in [52]. For instance, SSSryyyhr illustrate

the edges in red channel of the desired high resolution image. These constraints

are essentially enforcing the edge information across color channels to be simi-

lar in high resolution patches. The underlying assumption here is that the high
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resolution patches need to be known beforehand which is not true in practice.

We recognize however that these constraints can be equivalently posed on the

sparse coefficient vector(s) corresponding to the individual color channels, since:

yyyhr = DDDhrxxxr, yyyhg = DDDhgxxxg, yyyhb = DDDhbxxxb.

Note that sparse codes for different color channels are no longer independent

and they may be jointly determined by solving the following optimization problem:

[xxxr,xxxg,xxxb] = arg min
∑

c∈{r,g,b}

1

2
‖yyylc −DDDlcxxxc‖2

2 + λ‖xxxc‖1

+τ
[
‖SSSrDDDhrxxxr −SSSgDDDhgxxxg‖2

2

+ ‖SSSgDDDhgxxxg −SSSbDDDhbxxxb‖2
2

+ ‖SSSbDDDhbxxxb −SSSrDDDhrxxxr‖2
2

]
. (3.4)

where the cost function is equivalent to the following:

L1 =
∑

c∈{r,g,b}

[1

2
‖yyylc −DDDlcxxxc‖2

2 + λ‖xxxc‖1

+2τxxxTcDDD
T
hcSSS

T
c SSScDDDhcxxxc

]
− 2τ

[
xxxTrDDD

T
hrSSS

T
r SSSgDDDhgxxxg +

xxxTgDDD
T
hgSSS

T
gSSSbDDDhbxxxb + xxxTbDDD

T
hb
SSSTb SSSrDDDhrxxxr

]
(3.5)

For simplicity, we assume the same regularization parameters τ and λ for each

of the edge difference terms and color channels. The high-pass edge detectors

(SSSr,SSSg,SSSb) are also chosen to be the same for each color channel. It is worth men-

tioning that if τ = 0, (3.4) reduces to three independent sparse coding problems

(ScSR) for each color channel. With the cross channel regularization terms, these

sparse codes are no longer independent and (3.4) presents a challenging optimiza-

tion problem in contrast with the optimization problem corresponding to single

channel sparsity based super resolution. In the new problem, the additional color

channel regularizers are of quadratic nature and make the optimization problem

more challenging to solve. Next, we propose a tractable solution.
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3.2.2 Solution to the Optimization Problem

We introduce the following vectors and matrices:

xxx =


xxxr

xxxg

xxxb


3m×1

, yyyl =


yyylr

yyylg

yyylb


3p×1

, PPP =


000 000 III

III 000 000

000 III 000


3m×3m


xxxb

xxxr

xxxg

 =


000 000 III

III 000 000

000 III 000


︸ ︷︷ ︸

PPP


xxxr

xxxg

xxxb


︸ ︷︷ ︸
xxx

= PPPxxx

DDDl =


DDDlr 000 000

000 DDDlg 000

000 000 DDDlb

 , DDDh =


DDDhr 000 000

000 DDDhg 000

000 000 DDDhb

 (3.6)

SSS =


SSSr 000 000

000 SSSg 000

000 000 SSSb


3p×3p

, PPP s =


000 000 III

III 000 000

000 III 000


3p×3p

Where xxx and yyyl respectively are concatenation of sparse codes and low resolu-

tion image patches (or features) in different color channels. PPP and PPP s are shifting

matrices that can shift the order of coefficients in the vectors and matrices. They

consist of zero and identity matrices and have a size of 3m × 3m and 3p × 3p,

respectively. m is the length of sparse code for each color channel, p is the size

of HR patches. DDDl ∈ R3q×3m and DDDh ∈ R3p×3m are dictionaries that contain color

dictionaries in their block diagonals and q is length of LR features (patches). We
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also define and simplify DDDhs:

DDDhs =


DDDT
hb
SSSTb SSSrDDDhr 000 000

000 DDDT
hr
SSSTr SSSgDDDhg 000

000 000 DDDT
hg
SSSTgSSSbDDDhb


= PPPDDDT

hSSS
TPPP T

sSSSDDDh (3.7)

Finally, the cost function in (3.5) can be written as follows:

L1 =
1

2
‖yyyl −DDDlxxx‖2

2 + λ‖xxx‖1

+2τxxxTDDDT
hSSS

TSSSDDDhxxx− 2τxxxTPPP TDDDhsxxx. (3.8)

= xxxT [
1

2
DDDT
l DDDl + 2τDDDT

hSSS
TSSSDDDh − 2τPPP TDDDhs]xxx

−yyyTl DDDlxxx+
1

2
yyyTl yyyl + λ‖xxx‖1 (3.9)

Substituting (3.7) in the above we have:

xxx∗ = arg min
xxx

xxxT

DDD︷ ︸︸ ︷
[
1

2
DDDT
l DDDl + 2τDDDT

hSSS
T (III −PPP T

s )SSSDDDh]xxx

−yyyTl DDDlxxx+
1

2
yyyTl yyyl + λ‖xxx‖1 (3.10)

= arg min
xxx

xxxTDDDxxx− yyyTl DDDlxxx + λ‖xxx‖1 (3.11)

The re-written cost function in (3.11), which is now in a more familiar form, is

a convex sparsity constrained quadratic optimization and consequently numerical

algorithms such as FISTA [62,135,136] can be applied to solve it. Note that matrix

DDD captures cross channel constraints using its off-diagonal blocks.

3.2.3 Color Adaptive Patch Processing

In the previous subsection we presented our color image super resolution framework

by exploiting color edge similarities across color channels. However, we should em-

phasize that not all patches in an image have the same amount of color information

and edge similarities. Therefore, any single patch should be treated differently in

terms of color constraints. The regularizer parameter τ can control the emphasis on
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Figure 3.3. Relationship between color variance β and regularizer parameter τ .

color edge similarities. Next, we explain our approach to automatically determine

τ in an image/patch adaptive manner.

We use the following color variance measure to quantify the color information

in each patch:

β =
1

2s

(‖HHH1yyyCb‖+ ‖HHH1yyyCr‖
‖HHH1yyyY ‖

+
‖HHH2yyyCb‖+ ‖HHH2yyyCr‖

‖HHH2yyyY ‖

)
(3.12)

where s is normalization parameter, HHH1 and HHH2 are high-pass Scharr operators

and yY , yCb and yCr are Y, Cb and CR channel bands in YCbCr color space.

Mapping from β values to actual regularizer values (τ) in the optimization

framework is illustrated in Fig. 3.3. It is a lookup table, which is derived empiri-

cally based on a cross validation procedure. In particular: τ = ce−aβ and we used

a validation dataset to find best values for c and a. Via the aforementioned cross

validation, we found c = 0.02 and a = 7.

3.3 Joint learning of Color Dictionaries

Correlation between color channels can be even better captured if the individual

color channel dictionaries are also designed to facilitate the same. In order to learn

such dictionaries, we propose a new cost function which involves joint learning of

color channel dictionaries.

Given a set of N sampled training image patch pairs {YYY h,YYY l}, where YYY h =

{yyy1
h, yyy

2
h, ..., yyy

N
h } is the set of high resolution patches sampled from training images

and YYY l = {yyy1
l , yyy

2
l , ..., yyy

N
l } is the set of corresponding low resolution patches or ex-



43

tracted features, we aim to learn dictionaries with aforementioned characteristics.

One essential requirement of course is that the sparse representation of low res-

olution patches and corresponding high resolution patches be the same. At the

same time, the high resolution dictionary, which is responsible for reconstructing

HR patches, should be designed to capture RGB edge correlations in the super-

resolved images. Individually, sparse coding problems in low resolution and high

resolution settings may be written as:

DDDl = arg min
DDDl,{xxxi}

1

N

N∑
i=1

1

2
‖yyyil −DDDlxxx

i‖2
2 + λ‖xxxi‖1

st. ‖DDDl(:, k)‖2
2 ≤ 1, k = 1, 2, ..., K, (3.13)

DDDh = arg min
DDDh,{xxxi}

1

N

N∑
i=1

1

2
‖yyyih −DDDhxxx

i‖2
2 + λ‖xxxi‖1

+τ
[
‖SSSrDDDhrxxx

i
r −SSSgDDDhgxxx

i
g‖2

2

+ ‖SSSgDDDhgxxx
i
g −SSSbDDDhbxxx

i
b‖2

2

+ ‖SSSbDDDhbxxx
i
b −SSSrDDDhrxxx

i
r‖2

2

]
st. ‖DDDh(:, k)‖2

2 ≤ 1, k = 1, 2, ..., K. (3.14)

The additional terms in (3.14) incorporate the edge information across color chan-

nels as in (3.4). Note that there is an implicit constraint on DDDl and DDDh that they

both are block diagonal matrices as defined in (3.6). Considering the requirement

that the sparse codes are the same for LR and HR framework, we can obtain the

following optimization problem which simultaneously optimizes the LR and HR

dictionaries:

arg min
DDDh,DDDl,{xxxi}

1

N

N∑
i=1

γ

2
‖yyyil −DDDlxxx

i‖2
2 +

1− γ
2
‖yyyih −DDDhxxx

i‖2
2

+τ
[
‖SSSrDDDhrxxx

i
r −SSSgDDDhgxxx

i
g‖2

2

+ ‖SSSgDDDhgxxx
i
g −SSSbDDDhbxxx

i
b‖2

2

+ ‖SSSbDDDhbxxx
i
b −SSSrDDDhrxxx

i
r‖2

2

]
+ λ‖xxxi‖1

st. ‖DDDh(:, k)‖2
2 ≤ 1, ‖DDDl(:, k)‖2

2 ≤ 1, k = 1, 2, ..., K
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(3.15)

where γ balances the reconstruction error in low resolution and high resolution

settings. Using simplifications similar to (3.8), this cost function can be re-written

as follows:

L2 =
1

N

N∑
i=1

γ

2
‖yyyil −DDDlxxx

i‖2
2 +

1− γ
2
‖yyyih −DDDhxxx

i‖2
2 + λ‖xxxi‖1

+2τxxxi
T

DDDT
hSSS

T (III −PPP T
s )SSSDDDhxxx

iT (3.16)

=
γ

2N
‖YYY l −DDDlXXX‖2

F +
1− γ
2N
‖YYY h −DDDhXXX‖2

F +
λ

N
‖XXX‖1

+
2τ

N
Tr
(
XXXTDDDT

hSSS
T (III −PPP T

s )SSSDDDhXXX
T
)
. (3.17)

where XXX = [xxx1 xxx2 ... xxxN ] ∈ R3m×N . The first and second terms in (3.17) are

respectively responsible for small reconstruction error in low resolution and high

resolution training data. The third term enforces sparsity and the last one encour-

ages edge similarity via the learned dictionaries. We propose to minimize this cost

function by alternatively optimizing over XXX,DDDl and DDDh individually, while keeping

the others fixed.

With DDDl and DDDh being fixed, we optimize (3.17) over sparse code matrix XXX.

Interestingly because of the Trace operator and Frobenius norm, columns ofXXX can

be obtained independently. For each column of XXX (i = 1...N) we can simplify the

problem:

xxxi = arg min
xxx

γ

2
‖yyyil −DDDlxxx‖2

F +
1− γ

2
‖yyyih −DDDhxxx‖2

F + λ‖xxx‖1

+2τxxxTDDDT
hSSS

T (III −PPP T
s )SSSDDDhxxx

T

= arg min
xxx

xxxT [
γ

2
DDDT
l DDDl +

1− γ
2

DDDT
hDDDh

+ 2τDDDT
hSSS

T (III −PPP T
s )SSSDDDh]xxx

−
(
γyyyi

T

l DDDl + (1− γ)yyyi
T

h DDDh

)
xxx+ λ‖xxx‖1

= arg min
xxx

xxxTAAAxxx− bbbTxxx + λ‖xxx‖1 (3.18)

where AAA = γ
2
DDDT
l DDDl + 1−γ

2
DDDT
hDDDh + 2τDDDT

hSSS
T (III −PPP T

s )SSSDDDh and

bbbi
T

= γyyyi
T

l DDDl + (1 − γ)yyyi
T

h DDDh. The optimization in (3.18) can be solved using
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FISTA [135].

The next step is to find the low resolution dictionary DDDl. By fixing XXX and DDDh,

the cost function reduces to:

DDDl = arg min
DDDl

‖YYY l −DDDlXXX‖2
F

s.t. ‖DDDl(:, k)‖2
2 ≤ 1, k = 1, 2, ..., K

DDDl is block diagonal as in (3.6). (3.19)

Since DDDl is block diagonal and there is no explicit cross channel constraint for the

low resolution dictionary, the above optimization can be split into three separate

dictionary learning procedures as follows where c ∈ {r, g, b}.

DDDlc = arg min
DDDlc

‖YYY lc −DDDlcXXXc‖2
F

s.t. ‖DDDlc(:, k)‖2
2 ≤ 1, k = 1, 2, ..., K (3.20)

which XXXc = [xxx1
c xxx

2
c ... xxx

N
c ] ∈ Rm×N , YYY lc = [yyy1

c yyy
2
c ... yyy

N
c ] ∈ Rp×N and c takes

the subscripts from {r, g, b} indicating a specific color channel. Each of the above

dictionaries are learned by the dictionary learning method in [137].

Finally, for finding DDDh, when XXX and DDDl are fixed, we have:

DDDh = arg min
DDDh

1

N

N∑
i=1

1− γ
2
‖yyyih −DDDhxxx

i‖2
2

+ 2τxxxi
T

DDDT
hSSS

T (III −PPP T
s )SSSDDDhxxx

iT

s.t ‖DDDh(:, k)‖2
2 ≤ 1, k = 1, 2, ..., K.

DDDh is block diagonal as in (3.6) (3.21)

We develop a solution for (3.21) using the Alternative Direction Method of Mul-

tipliers (ADMM) [70]. We first define the function g(DDDh,ZZZ) as follows which is

essentially the same cost function with the multiplication by DDDh in the final term

of (3.21) substituted by a slack matrix ZZZ:

g(DDDh,ZZZ) =
1

N

N∑
i=1

1− γ
2
‖yyyih −DDDhxxx

i‖2
2 + 2τxxxi

T

DDDT
hSSS

T (III −PPP T
s )SSSZZZxxxi

T
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Then, solving the following optimization problem, which is a bi-convex problem,

is equivalent to solving (3.21).

DDDh = arg min
DDDh,ZZZ

g(DDDh,ZZZ)

s.t DDDh −ZZZ = 000,

‖DDDh(:, k)‖2
2 ≤ 1, k = 1, 2, ..., K.

DDDh is block diagonal as in (3.6). (3.22)

The following is a summary of iterative solution to (3.22) using ADMM until a

convergence is achieved where t is the iteration index of ADMM procedure:

1) DDDt+1
h = arg min

DDDh

( 1

N

N∑
i=1

1− γ
2
‖yyyih −DDDhxxx

i‖2
2

+ 2τxxxi
T

DDDT
hSSS

T (III −PPP T
s )SSSZZZtxxxi

T
)

+
ρ

2
‖DDDh −ZZZt +UUU t‖2

F

s.t. ‖DDDh(:, k)‖2
2 ≤ 1, k = 1, ..., K.

DDDh is block diagonal as (3.6). (3.23)

2) ZZZt+1 = arg min
ZZZ

(2τ

N

N∑
i=1

xxxi
T

DDDt+1T

h SSST (III −PPP T
s )SSSZZZtxxxi

T
)

+
ρ

2
‖DDDt+1

h −ZZZ +UUU t‖2
F (3.24)

3) UUU t+1 = UUU t +DDDt+1
h −ZZZt+1 (3.25)

Step 3 of the above ADMM procedure is straight forward. However, Steps 1 and

2 need further analytical simplifications for tractability.

Step 1: The optimization in this step can be re-written as:

DDDt+1
h = arg min

DDDh
Tr(DDDhFFFDDD

T
h )− 2 Tr(EEEDDDT

h )

s.t. ‖DDDh(:, k)‖2
2 ≤ 1, k = 1, ..., K.
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DDDh is block diagonal as in (3.6) (3.26)

where

FFF =
1− γ
2N

XXXXXXT +
ρ

2
III3m×3m (3.27)

EEE =
1− γ
2N

YYY hXXX
T +

ρ

2
(ZZZk −UUUk)− τ

N
SSST (III −PPP T

s )SSSZZZkXXXXXXT .

(3.28)

Assuming the following block structure for EEE and FFF :

FFF =


FFF rr FFF 12 FFF 13

FFF 21 FFF gg FFF 23

FFF 31 FFF 32 FFF bb

, EEE =


EEErr EEE12 EEE13

EEE21 EEEgg EEE23

EEE31 EEE32 EEEbb

 (3.29)

and due to the block diagonal structure of DDDh as in (3.6), we can rewrite each term

in (3.26) in the following form:

Tr(EEEDDDT
h ) = Tr(EEErrDDD

T
hr) + Tr(EEEggDDD

T
hg) + Tr(EEEbbDDD

T
hb

) (3.30)

Tr(DDDhFFFDDD
T
h ) = Tr(DDDhrFFF rrDDD

T
hr) + Tr(DDDhgFFF ggDDD

T
hg)

+ Tr(DDDhbFFF bbDDD
T
hb

) (3.31)

Finally the cost function reduces to:

arg min
DDDhr ,DDDhg ,DDDhb

Tr(DDDhrFFF rrDDD
T
hr)− 2 Tr(EEErrDDD

T
hr)

+ Tr(DDDhgFFF ggDDD
T
hg)− 2 Tr(EEEggDDD

T
hg)

+ Tr(DDDhbFFF bbDDD
T
hb

)− 2 Tr(EEEbbDDD
T
hb

)

s.t. ‖DDDhc(:, k)‖2
2 ≤ 1, c ∈ {r, g, b}. (3.32)

which is a separable optimization problem, i.e. it can be solved for DDDhr ,DDDhg and
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Algorithm 2 Color Dictionary Learning

Input: YYY l,YYY h, τ, λ, ρ.
initialize: DDD0

h,DDD
0
l , iteration index n = 1.

for n = 1 : Maxiter do
(1) Find the sparse code matrix by Solving the convex optimization problem
in (3.18):
(2) Solve the LR dictionary learning problem in (3.20)
(3) Solve the HR dictionary learning problem in (3.21):
while stopping criterion not met do

(3-1) Solve for DDDt+1
h using (3.23)

(3-2) Solve for ZZZt+1 using (3.24)
(3-3) Solve for UUU t+1 using (3.25)
(3-4) Increase inner iteration index t.

end while if ‖DDDt+1
h −DDDt

h‖F < tol
(4) Increase iteration index n.

end for
Output: DDDh,DDDl.

DDDhb separately as follows:

arg min
DDDhc

Tr(DDDhcFFF ccDDD
T
hc)− 2 Tr(EEEccDDD

T
hc)

s.t. ‖DDDhc(:, k)‖2
2 ≤ 1, k = 1, 2, ..., Kc. (3.33)

Each of above subproblems now is solvable using the algorithmic approach in

Online Dictionary Learning [137].

Step 2: This is an unconstrained convex optimization problem in terms of ZZZ

and we can find the minimum by taking the derivative. The closed form solution

for ZZZ is given by:

ZZZt+1 = DDDt+1
h +UUU t+1 − 2τ

Nρ
SSST (III −PPP s)SSSDDD

t+1
h XXXXXXT (3.34)

A formal stepwise description of our color dictionary learning algorithm is given

in Algorithm 2.
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3.4 Experimental Results

Our experiments are performed on the widely used set 5 and set 14 images as

in [102]. We compare the proposed Multi-Channel constrained Super Resolution

(MCcSR) method with several well-known single image super resolution meth-

ods. These include the ScSR [113] method because our MCcSR method can be

seen as a multi-channel extension of the same. Other methods for which we re-

port results are the Single Image Scale-up using Sparse Representation by Zeyde

et al. [102], Anchored Neighborhood Regression for Fast Example-Based Super-

Resolution (ANR) [104] and Global Regression (GR) [103] methods by Timofte

et al, Neighbor Embedding with Locally Linear Embedding (NE+LLE) [101] and

Neighbor Embedding with NonNegative Least Squares (NE+NNLS) [138] that

were both adapted to learned dictionaries.

In our experiments, we will magnify the input images by a factor of 2, 3 or

4, which is commonplace in the literature. For the low-resolution images, we use

5 × 5 low-resolution patches with overlap of 4 pixels between adjacent patches

and extract features based on method in [41]. It is noteworthy to mention that

these features are not extracted from the 5× 5 low resolution patches, but rather

from bicubic interpolated version of the whole image with the desired magnifica-

tion factor. Extracted features are then used to find the sparse codes according to

(3.11) which involves color information as well. Then, high resolution patches are

reconstructed based on the same sparse code using the learned high resolution dic-

tionaries and averaged over the overlapping regions. Dictionaries are obtained by

training over 100000 patch pairs which are preprocessed by cropping out the tex-

tured regions and discarding the smooth regions. The number of columns in each

learned dictionary is 512 for most of our experiments and regularization parameter

λ is picked via cross-validation to be 0.1.

We perform visual comparisons of obtained super-resolution images and addi-

tionally evaluate them quantitatively using image quality metrics. The metrics we

use include: 1) Peak Signal to Noise Ratio (PSNR) while recognizing its limita-

tions [139]2, 2) the widely used Structural Similarity Index (SSIM) [140] and 3)

a popular color-specific quality measure called S-CIELAB [141] which evaluates

2Note that since we work on color images, the PSNR reported is carried out on all the color
channels.
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Figure 3.4. Comparison of different methods for comic image with scaling factor of 2 (Please refer to the
electronic version and zoom in for obvious comparison). Numbers in parenthesis are PSNR, SSIM and SCIELAB
error measures, respectively. Left to right: Original, Bicubic (30.46, 0.840, 1.898e4), Zeyde et al. (31.97, 0.887,
1.127e4), GR (31.70, 0.879, 1.198e4), ANR (32.09, 0.889, 1.077e4), NENNLS (31.87, 0.884, 1.159e4), NELLE
(32.03, 0.889, 1.099e4), MCcSR (32.23, 0.899, 9.770e3), ScSR (32.14, 0.893, 1.014e4).

Figure 3.5. Super-resolution results for scaling factor 3 and quantitative measures. Left to right: Original,
Bicubic (27.51, 0.685, 3.423e4), Zeyde et al. (28.28, 0.737, 2.896e4), GR (28.15, 0.729, 3.008e4), ANR (28.36, 0.742,
2.865e4), NENNLS (28.17, 0.730, 2.961e4), NELLE (28.30, 0.738, 2.905e4), MCcSR (28.51, 0.758, 2.709e4),
ScSR (28.31, 0.740, 2.860e4) .

Figure 3.6. Super-resolution results for scaling factor 4 and quantitative measures. Left to right: Original,
Bicubic (26.05, 0.566, 4.369e4), Zeyde et al. (26.61, 0.615, 3.923e4), GR (26.51, 0.607, 4.045e4), ANR (26.63, 0.618,
3.928e4), NENNLS (26.50, 0.606, 3.984e4), NELLE (26.57, 0.614, 3.967e4), MCcSR (26.74, 0.632, 3.818e4),
ScSR (26.35, 0.608, 4.002e4) .
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Figure 3.7. Comparison of different methods for baboon image with scaling factor of 2. Numbers in
parenthesis are PSNR, SSIM and SCIELAB error measures, respectively. Left to right: Original, Bicubic (28.19,
0.635, 7.856e4), Zeyde et al. (28.62, 0.683, 6.570e4), GR (28.63, 0.690, 6.388e4), ANR (28.67, 0.689, 3.287e4),
NENNLS (28.58, 0.680, 6.585e4), NELLE (28.66, 0.688, 6.421e4), MCcSR (28.78, 0.705, 5.799e4), ScSR
(28.69, 0.692, 6.296e4) .

Figure 3.8. Super-resolution results for scaling factor 3 and quantitative measures. Left to right: Original,
Bicubic (26.71, 0.480, 1.078e5), Zeyde et al. (26.94, 0.520, 1.008e5), GR (26.95, 0.529, 1.000e5), ANR (26.97, 0.527,
9.962e4), NENNLS (26.92, 0.518, 1.010e5), NELLE (26.97, 0.526, 9.998e4), MCcSR (27.11, 0.549, 9.574e4),
ScSR (26.95, 0.524, 1.018e5) .

color fidelity while taking spatial context into account.

3.4.1 Generic SR Results

Fig. 3.4 show SR results for a popular natural image where resolution enhancement

was performed via scaling by a factor of 2. In the description of the figure, PSNR

(in dB), SSIM and S-CIELAB error measure appear in the parenthesis for each

method. As can be seen in the enlarged area of Fig. 3.4, MCcSR more faithfully

Figure 3.9. Super-resolution results for scaling factor 4 and quantitative measures. Left to right: Original,
Bicubic (26.00, 0.390, 1.237e5), Zeyde et al. (26.17, 0.420, 1.186e5), GR (26.17, 0.428, 1.183e5), ANR (26.19, 0.426,
1.180e5), NENNLS (26.15, 0.419, 1.190e5), NELLE (26.18, 0.425, 1.183e5), MCcSR (26.25, 0.446, 1.136e5),
ScSR (26.11, 0.415, 1.185e5) .
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(a) (b)

(c)

Figure 3.10. Effect of dictionary size on PSNR, SSIM and S-CIELAB error of SR
methods with a scaling factor of 3. Number of dictionary atoms are varied between 16
and 512 and performance of different methods are compared.

retains color texture. The bottom row of Fig. 3.4 shows the S-CIELAB error maps

for different methods. It is again apparent that the MCcSR method produces less

error around edges and color textures. Consistent with the visual observations,

the S-CIELAB error is lowest for MCcSR.

Fig. 3.5 also shows the same image with a scaling factor of 3 and the corre-

sponding S-CIELAB error maps. In this case, the color texture in the enlarged

area is even more pronounced for MCcSR vs. other methods. The trend contin-

ues and benefits of MCcSR are most significant for a scaling factor of 4 in Fig.

3.6. Similar results for the Baboon image are shown for scaling factors of 2, 3, 4

respectively in Figs. 3.7-3.9.
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Table 3.1. PSNR results of different methods for various images with scaling factor of
3.

Images
PSNR (dB)

Bicub Zeyde GR ANR NENNLS NELLE MCcSR ScSR
baby 38.42 39.51 39.38 39.56 39.22 39.49 39.51 39.40
butterfly 28.73 30.60 29.73 30.57 30.29 30.42 30.59 30.64
bird 36.37 37.90 37.44 37.92 37.68 37.90 38.02 37.59
face 35.96 36.44 36.40 36.50 36.39 36.47 36.48 36.37
foreman 35.76 37.67 36.84 37.71 37.37 37.69 37.74 37.64
coastguard 31.31 31.91 31.78 31.84 31.77 31.83 31.95 31.83
flowers 30.92 31.84 31.62 31.88 31.68 31.80 32.07 31.87
head 36.02 36.47 36.42 36.52 36.40 36.50 36.51 36.42
lenna 35.26 36.23 35.99 36.29 36.11 36.24 36.33 36.14
man 31.78 32.68 32.44 32.71 32.50 32.65 32.75 32.68
pepper 35.25 36.27 35.77 36.13 35.99 36.12 36.30 36.20

average 33.08 34.06 33.76 34.07 33.88 34.03 34.14 34.00

Table 3.2. SSIM results of different methods for various images with scaling factor of
3.

Images
SSIM

Bicub Zeyde GR ANR NENNLS NELLE MCcSR ScSR
baby 0.88 0.90 0.90 0.90 0.89 0.90 0.90 0.89
butterfly 0.79 0.85 0.80 0.84 0.84 0.84 0.85 0.85
bird 0.90 0.92 0.91 0.92 0.92 0.92 0.93 0.91
face 0.72 0.74 0.74 0.74 0.74 0.74 0.75 0.74
foreman 0.89 0.91 0.90 0.91 0.90 0.91 0.91 0.90
coastguard 0.57 0.62 0.63 0.62 0.61 0.62 0.63 0.62
flowers 0.77 0.80 0.79 0.80 0.79 0.80 0.81 0.80
head 0.72 0.74 0.74 0.75 0.74 0.74 0.75 0.74
lenna 0.78 0.80 0.80 0.80 0.80 0.80 0.81 0.80
man 0.72 0.76 0.76 0.77 0.76 0.76 0.76 0.76
pepper 0.78 0.80 0.79 0.80 0.79 0.79 0.80 0.79

average 0.745 0.776 0.769 0.778 0.771 0.775 0.785 0.774

The degradation in image quality for SR results with increased scaling factor

is intuitively expected. In a relative sense however, MCcSR suffers a more grace-

ful decay. This is attributed to the use of prior information in the form of the

quadratic color regularizers in our cost function, which compensates for the lack

of information available to perform the superresolution task.
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Table 3.3. S-CIELAB error results of different methods for various images with scaling
factor of 3.

Images
S-CIELAB

Bicub Zeyde GR ANR NENNLS NELLE MCcSR ScSR
baby 2.07E+04 1.36E+04 1.40E+04 1.32E+04 1.47E+04 1.34E+04 1.34E+04 1.50E+04
butterfly 2.28E+04 1.55E+04 1.84E+04 1.55E+04 1.60E+04 1.60E+04 1.54E+04 1.49E+04
bird 1.07E+04 7.36E+03 8.02E+03 7.21E+03 7.73E+03 7.30E+03 6.50E+03 7.81E+03
face 3.79E+03 2.71E+03 2.73E+03 2.57E+03 2.73E+03 2.61E+03 2.47E+03 2.70E+03
foreman 8.46E+03 3.90E+03 4.79E+03 3.48E+03 4.01E+03 3.62E+03 3.72E+03 3.89E+03
coastguard 1.96E+04 1.71E+04 1.70E+04 1.70E+04 1.76E+04 1.71E+04 1.69E+04 1.70E+04
flowers 4.47E+04 3.75E+04 3.89E+04 3.69E+04 3.84E+04 3.74E+04 3.29E+04 3.70E+04
head 3.79E+03 2.69E+03 2.74E+03 2.54E+03 2.79E+03 2.61E+03 2.42E+03 2.65E+03
lenna 2.44E+04 1.74E+04 1.85E+04 1.67E+04 1.79E+04 1.69E+04 1.58E+04 1.72E+04
man 3.80E+04 2.91E+04 3.03E+04 2.84E+04 3.02E+04 2.89E+04 2.88E+04 2.95E+04
pepper 2.48E+04 1.91E+04 2.15E+04 1.96E+04 2.02E+04 1.95E+04 1.73E+04 1.91E+04

average 2.79E+04 2.27E+04 2.36E+04 2.24E+04 2.33E+04 2.26E+04 2.14E+04 2.28E+04

Tables 3.1-3.3 summarize the results of super resolution on images in set 5 and

set 14 databases with a scaling factor of 3. PSNR, SSIM and S-CIELAB error

measures are compared and almost consistently our MCcSR method outperforms

all the other competing state-of-the-art methods. The last row in these tables is

essentially the average performance of each method over all the images in set 5

and set 14 datasets. Due to space constraints, we do not include all the LR and

SR images for set 5 and set 14 in the chapter but they are made available online

in addition to the code at: http://signal.ee.psu.edu/MCcSR.html.

3.4.2 Effect of Dictionary Size

So far we have used a fix dictionary of size 512 atoms for all the methods. In this

Section, we evaluate the effect of the learned dictionary size for super-resolution.

We again sampled 100, 000 image patches and train 6 dictionaries of size 16, 32,

64, 128, 256 and 512 respectively. The results are evaluated both visually and

quantitatively in terms of PSNR, SSIM and S-CIELAB. As is intuitively expected

reconstruction artifacts gradually diminish with an increase in dictionary size and

our visual observations are also supported by PSNR, SSIM and S-CIELAB of the

recovered images. Fig 3.10 shows the variation of different image quality metrics

against dictionary size. For SSIM and S-CIELAB in particular, MCcSR is able to

generate effective results even with smaller dictionaries.
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Figure 3.11. Visual Images as well as S-CIELAB error maps are shown for a scaling
factor of 3. From left to right for each row Images correspond to: Original Image,
applying SR separately on RGB channels, ScSR, MCcSR
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Figure 3.12. Visual Images as well as S-CIELAB error maps are shown for a scaling
factor of 3. From left to right for each row images correspond to: Original image,
applying SR separately on RGB channels (36.26, 0.83, 1.57e4), ScSR (36.13, 0.83, 1.67e4)
and MCcSR (36.67, 0.85, 1.43e4). Numbers in parenthesis are PSNR, SSIM and
SCIELAB error measures.

3.4.3 Effect of Color Regularizers: Separate RGBs

We provide evidence for the importance of effectively accounting for color geometry

via an illustrative example image. Three variations of color SR results are presented

next:

1. SR performed only on the luminance channel by ScSR [113] method and

bicubic interpolation is applied for chrominance channels.

2. Single channel SR performed on red, green and blue channels independently.

We again use ScSR method; however, we learn separate dictionaries for RGB

channels and apply ScSR on RGB channels independently.

3. Super-resolution by explicitly incorporating cross channel information into

the reconstruction (our McCSR).

In these experiments we use a scaling factor of 3 and the results are reported in

Figs. 3.12, 3.11 and Table 3.4. It should particularly be noted (see Fig. 3.12) that

applying the SR method independently on RGB channels introduces very signif-

icant artifacts around color edges which are not visible in the results of MCcSR

and ScSR. Fig. 3.11 shows similar results for a few other images. Table 3.4 reports

image quality measures which confirms the importance of using color channel con-

straints.
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Table 3.4. Quantitative measures to show effectiveness of color constraints in SR for a
scaling factor of 3.
Images PSNR (dB) SSIM S-CIELAB

Separate RGB ScSR MCcSR Separate RGB ScSR MCcSR Separate RGB ScSR MCcSR
comic 28.37 28.25 28.51 0.74 0.74 0.76 2.80e4 3.00e4 2.71e4
baboon 26.95 26.95 27.11 0.53 0.52 0.55 9.93e4 1.02e5 9.57e4
pepper 36.14 36.20 36.30 0.79 0.79 0.80 1.93e4 1.91e4 1.73e4
bird 37.71 37.59 38.02 0.92 0.91 0.93 7.28e3 7.81e3 6.50e3

Table 3.5. Effectiveness of color constraints on edge similarities in SR for a scaling
factor of 3.

ANR ScSR MCcSR Groundtruth
edge corr-coef 0.8356 0.8431 0.8511 0.8785
edge differences 35.87 35.63 35.47 35.25

3.4.4 Effect of Color Regularizers: Edge Correlations

In this part, we provide evidence that indeed our edge similarity prior is effective

and encourages edge similarity among color channels in RGB space. First we de-

compose an image into its constituent RGB channels. Then, on each channel we

apply a high-pass edge detector filter (in this case the same filter that was applied

in the learning phase, i.e. SSSr,SSSg and SSSb). Finally we find the cross correlation

of edge information between RGB channels. In this manner, we will obtain three

correlation coefficient values between R and G, G and B, and B and R channels.

We report the average of these three correlation coefficients as an indicator of cor-

relation of color information among channels. Ideally, with our proposed method

we expect that edges across color channels be more consistent and similar, since

we advocate for edge similarity using our optimization formulation. We also report

the average of the edge differences among color channels, e.g. ‖SSSryyyhr − SSSgyyyhg‖.
These results are reported in Table 3.5 for our MCcSR and two of leading state-

of-the-art SR methods, i.e. ANR and ScSR. The results in Table 3.5 are further

averaged over the images in set 5. It is readily apparent that MCcSR exhibits the

strongest edge correlations across the R, G, B color channels. In fact the MCcSR

values are closest to the ground truth edge correlations in Table 3.5.

3.4.5 Robustness to Noise

An often made assumption in single image SR is that the input images are clean

and free of noise which is likely to be violated in many real world applications.
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Table 3.6. Average performance under different noise levels.
Measure Method σ = 0 σ = 4 σ = 6 σ = 8 σ = 12

PSNR
Bicubic 33.08 32.99 32.75 32.50 31.88
ScSR 34.00 33.95 33.92 33.90 33.86

MCcSR 34.14 34.11 34.09 34.09 34.07

SSIM
Bicubic 0.745 0.731 0.698 0.672 0.619
ScSR 0.774 0.772 0.766 0.761 0.752

MCcSR 0.785 0.783 0.780 0.775 0.768

SCIELAB

Bicubic 2.79E4 2.92E4 4.40E4 5.25E4 6.31E4
ScSR 2.28E4 2.31E4 2.36E4 2.39E4 2.43E4

MCcSR 2.14E4 2.16E4 2.20E4 2.21E4 2.23E4

Classical methods deal with noisy images by first denoising and filtering out the

noise and then performing super-resolution. The final output of such a procedure

highly depends on the denoising technique itself and the artifacts introduced in

the denoising procedure may remain or even get magnified after super-resolution.

Similar to [41], the parameter λ in (3.4) is tuned based on the noise level of the

input image and can control the smoothness of output results. We argue that our

approach not only benefits from the noise robustness of ScSR [41], but the addi-

tional correlation information from multi-channels can help in further recovering

more cleaner images.

We add different levels of Gaussian noise to the LR image input to test the

robustness of our algorithm to noise and compare our results with ScSR method

which has demonstrated success [41] in SR in the presence of noise. With a scaling

factor of 3, we chose the range of standard deviation of noise from 4 to 12 and

similar to [41] set λ to be one tenth of noise standard deviation. Likewise, we made

the choice of τ in (3.4) using a cross-validation procedure to suppress noise. Fig

3.13 shows the SR results of an image with different levels of noise in comparison

with ScSR and bicubic methods. Table 3.6 reports the average PSNR, SSIM and

S-CIELAB error measures of reconstructed images from different levels of noisy

images. In all cases, MCcSR outperforms the competition.
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Figure 3.13. SR performance under different noise standard deviations: 4,6,8,12 (from
top to bottom ) with different methods: Original, bicubic, MCcSR, ScSR (from left to
right)

3.5 Conclusion and Future work

In this section, we extend sparsity based super-resolution to multiple color chan-

nels. We demonstrate that by using color information and cross channel con-

straints, significant improvement over single (luminance) channel sparsity based

SR methods can be achieved. In particular, edge similarities among color bands

are exploited as cross channel correlation constraints. These additional constraints

lead to new optimization problems both in the sparse coding and learning steps for
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which we present tractable solutions. Experimental results show the merits of our

proposed method both visually and quantitatively. While our work offers one pos-

sible way to capture cross-channel color constraints, chrominance geometry can be

captured via alternative quantitative formulations as in [52,118,124,133]. Incorpo-

rating these as constraints or regularizers in a sparsity based color SR framework

forms a viable direction for future work. In addition to this, in the next section

we tackle the problem of image super resolution from a deep learning viewpoint

where a convolutional neural network in conjunction with image priors is learned

for SR task.



Chapter 4
Contribution III: Deep Super

Resolution via Exploiting Image

Structures

4.1 Introduction

In the previous chapter, address the problem of super-resolution using priors such

as edge correlations and also sparse priors. Along the same line, we address the SR

task in single images from the viewpoint of deep neural networks in this chapter.

We explore the use of image structures and physically meaningful priors in deep

structures and convolutional networks. We first provide an overview of deep neu-

ral networks and their fundamental building blocks such as convolutional layers

and then proceed with the review of existing super-resolution methods using deep

neural networks.

4.1.1 Background: Convolutional Neural Networks

In recent years, deep neural networks and specifically convolutional neural network

have seen a surge of applications and provided promising results in many different

areas of computer vision and machine learning. These areas include classification

and recognition [142, 143], segmentation, localization and object detection [144],

generative and descriptive networks [145, 146] and image recovery and retrieval
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Figure 4.1. Left: A regular fully connected 3-layer Neural Network. Right: A 3-layer
CNN. Neurons are arranged in three dimensions (width, height, depth), as visualized.
Every layer transforms the 3D input data cube to a 3D output data cube of activations.
In this example, input layer holds the image information, so its width and height would
be the dimensions of the image, and the depth would be 3 for Red, Green, and Blue
channels [1].

[147,148], etc. [149]. In machine learning, a Convolutional Neural Network (CNN)

is a class of deep feed-forward artificial neural networks that has successfully been

applied to analyzing visual imagery. These applications span from visual image

recognition to inverse problems. A CNN consists of an input and an output layer,

as well as multiple hidden layers. The hidden layers can be either convolutional,

pooling or fully connected which we will briefly introduce them here. They are

made up of neurons that have learnable weights and biases. Each neuron receives

some inputs, performs a linear operation and optionally followed by a non-linearity.

The explicit assumption in CNN architectures is that the inputs are images, which

enables us to encode specific properties into the architecture [1].

As we described above, a simple CNN is a sequence of layers, and every layer

of a CNN transforms one data cube (volume of activations) to another through a

differentiable function. A simple CNN architecture for super-resolution task could

have the following building blocks and architecture: Input, Conv, ReLU, etc. In

more detail, the input will hold the raw pixel values of the image (or the data cube

corresponding to the activations of the previous layer.). Conv layer will essentially

compute the convolution of the input cube with a set of 3D filters and generate the

output volume. ReLU layer will apply an element-wise activation function which

is non-linear. This leaves the size of the volume unchanged. Figure 4.1 shows a

regular 3-layer Neural Network and a simple CNN architecture.

by going through all the layers (feed forward), CNN transform the original

image layer by layer from the original raw pixel values to the final output which
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can be class scores, image features, etc, depending on the purpose of the CNN

model. Note that Conv layers contain parameters such as weight as biasses that

should be learned and other such as ReLU, etc do not have associated parameters

and will implement a fixed function. The parameters in the Conv layers will be

trained with gradient descent so that the outputs that the CNN computes are

consistent with the ground-truth data in the training set for each image.

The Conv layer is the core building block of a Convolutional Network that

does most of the computational heavy lifting. The Conv layer consists of a set of

learnable filters. Every filter is spatially small, meaning along width and height has

a small receptive window, but extends through the full depth of the input volume.

For instance, a typical filter on the first layer of a CNN might have a size of 5x5x3

(a 5x5 spatial size and over width and height, and 3 over depth because images

have 3 color channels). During the forward pass, we convolve (slide the filter over)

the input with each filter and compute dot products between the entries of the

filter and the input at any position. Intuitively, the network learns filters that

can activate when there is some simple type of visual feature such as an edge of

some orientation, contour, etc. or some sort of color feature on the first layer,

or eventually entire object parts, wheel-like patterns or more complex features on

higher layers of the network. After training, we will have an entire set of filters in

each layer, each of which produces a separate 2-D activation map. These activation

maps are then stacked along depth dimension and produce the output data cube.

An illustration of such process is shown in Fig. 4.2

4.1.2 Deep Super Resolution

Deep learning promotes the design of large-scale networks [150–152] for a variety

of problems including SR and recent advances have seen a surge of deep learning

approaches for image super-resolution. Invariably, a network, e.g. a deep convolu-

tional neural network (CNN) or auto-encoder is trained to learn the relationship

between low and high-resolution image patches.

Among the first deep learning based super-resolution methods, Dong et al. [147]

trained a deep convolution neural network (SRCNN) to accomplish the image

super-resolution task. In this work, the training set comprises of example LR
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Figure 4.2. Left: An example input volume in red (e.g. a 32x32x3 image), and an
example volume of data cubes (neurons) in the first Convolutional layer. Each neuron
in the convolutional layer is connected only to a local region (spatial size of the filter) in
the input volume but is connected to the full depth (i.e. all color channels). Note that in
this example, there are 5 neurons in the output cube along the depth, resulting from 5
different convolutions but all looking at the same spatial region in the input. Right: The
neurons compute a dot product (convolution) of their weights (wi) with the input (xi)
followed by addition of a bias (b) term and then a non-linearity (f()) such as ReLU [1].

inputs and their corresponding HR output images which were fed as training data

to the SRCNN network. Combined with sparse coding methods, [153] proposed

a coupled network structure utilizing middle layer representations for generating

SR results which reduced training and testing time. In different approaches, Cui

et al. [154] proposed a cascade network to gradually upscale LR images after each

layer, while [155] trained a high complexity convolutional auto-encoder called Deep

Joint Super Resolution (DJSR) to obtain the SR results. Self-examples of images

were explored in [156] where training sets exploit self-example similarity, which

leads to enhanced results. However, similar to SRCNN, DJSR suffers from the

expensive computation in training and processing to generate the SR images.

Recently, residual net [157] has shown great ability at reducing training time

and faster convergence rate. Based on this idea, a Very Deep Super-Resolution

(VDSR) [158] method is proposed which emphasizes on reconstructing the residuals

(differences) between LR and HR images rather than putting too much effort on

reconstructing low-frequency details of HR images. VDSR uses 20 convolutional

layers producing state-of-the-art results in super-resolution and takes significantly

shorter training time for convergence; however, VDSR is massively parameterized

with these 20 layers.
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In this chapter, we address the problem of single image super-resolution from

deep learning standpoint. We first show that the deep learning methods combined

with transform domain data provide state-of-the-art performance in image super-

resolution. Then we show how these methods suffer from performance degradation

in low training scenarios and how to alleviate this problem by exploiting image

priors as domain knowledge.

In the first part of this chapter, we propose to apply super-resolution in the

transform domain particularly Wavelet domain. Wavelet coefficients prediction

for super-resolution has been applied successfully to multi-frames SR. For in-

stance, [159–162] used multi-frames images to interpolate the missing details in

the wavelet sub-bands to enhance the resolution. Several different interpolation

methods for wavelet coefficients in single image SR were studied as well. [163] used

straightforward bicubic interpolation to enlarge the wavelet sub-bands to produce

SR results in the spatial domain. [164] explored interlaced sampling structure in

the low-resolution data for wavelet coefficients interpolation. [165] formed a mini-

mization problem to learn the suitable wavelet interpolation with a smooth prior.

Since the detailed wavelet sub-bands are often sparse, it is suitable to apply sparse

coding methods to estimate detailed wavelet coefficients and can significantly refine

image details. Methods [166–168] used different interpolations related to sparse

coding. Other attempts [169,170] utilize Markov chains and [171] used the nearest

neighbor to interpolate wavelet coefficients. However, due to limited training and

straightforward prediction procedures, these methods are not powerful enough to

process general input images and fail to deliver state-of-the-art SR results, espe-

cially compared to more recent deep learning based methods for super-resolution.

In the second part, we investigate the performance of deep learning methods

for super-resolution in low training regime and propose to exploit image priors to

alleviate the resulting performance degradation.

Motivations: Most of the deep learning based image super-resolution meth-

ods work on spatial domain data and aim to reconstruct pixel values as the output

of the network. In this work, we explore the advantages of exploiting transform

domain data in the SR task especially for capturing more structural information

in the images to avoid artifacts. In addition to this and motivated by the promis-

ing performance of VDSR and residual nets in super-resolution task, we propose
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our Deep Wavelet network for super-resolution (DWSR). Residual networks ben-

efit from sparsity of the input and output and the fact that learning networks

with sparse activations is much easier and more robust. This motivates us to ex-

ploit spatial wavelet coefficients which are naturally sparse. More importantly,

using residuals (differences) of wavelet coefficients as training data pairs further

enhances the sparsity of training data resulting in more efficient learning of filters

and activations. In other words, using wavelet coefficients encourages activation

sparsity in middle layers as well as the output layer. Consequently, residuals for

wavelet coefficients themselves become sparser and therefore easier for the net-

work to learn. In addition to this, wavelet coefficients decompose the image into

sub-bands which provide structural information depending on the types of wavelets

used. For example, Haar wavelets provide vertical, horizontal and diagonal edges in

wavelet sub-bands which can be used to infer more structural information about the

image. Essentially our network uses complementary structural information from

other sub-bands to predict the desired high-resolution structure in each sub-band.

On the other hand, deep learning methods have shown promising performance

in super-resolution and many other tasks in presence of abundant training which

means thousands or millions of training data points are available. However, they

suffer in cases where training data is not readily available. In this chapter, we are

also investigating the performance of such deep structures in low training scenarios

and show that their performance drops significantly. We look for remedies to this

performance degradation by exploiting prior knowledge about the problem. This

could be in terms of prior knowledge about the structure of images, or inter-pixel

dependencies.

The main contributions of this chapter are the following: 1) We proposed a

Deep Wavelet Super Resolution (DWSR) framework to promote sparsity and also

provide complementary structural information about the image. This complemen-

tary structural information in wavelet coefficients helps in the better reconstruction

of SR results with fewer artifacts. 2) In addition to a wavelet prediction network,

we built on top of residual networks which fit well to the wavelet coefficients due

to their sparsity promoting nature and further enhancing it by inferring residuals.

3) We illustrate the decrease in performance of deep super-resolution methods in

low training scenarios and provide image priors as a solution to this problem. Im-
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age priors in low training scenarios enhance the recovery of high-resolution images

despite having much less training data available. We now begin by the first two

contributions in this chapter.

4.2 Super Resolution in Transform Domain

4.2.1 2D Discrete Wavelet Transformation (2dDWT)

To perform a 1D Discrete Wavelet Transformation, a signal x[n] ∈ RN is first

passed through a half band high-pass filter GH [n] and a low-pass filter GL[n],

which are defined as (for Haar (“db1”) wavelet):

GH [n] =


1, n = 0

−1, n = 1

0, otherwise

, GL[n] =

1, n = 0, 1

0, otherwise
(4.1)

After filtering, half of the samples can be eliminated according to the Nyquist rule,

since the signal now has a frequency bandwidth of π/2 radians instead of π.

Any digital image x can be viewed as a 2D signal with index [n,m] where

x[n,m] is the pixel value located at nth column and mth row. The 2D signal

x[n,m] can be treated as 1D signals among the rows x[n, :] at a given nth column

and among the columns x[:,m] at a given mth row. A 1-level 2D wavelet transform

of an image can be captured by following the procedure in Figure 4.3 along rows

and columns, respectively. As mentioned earlier, we are using Haar kernels in this

work.

An example of 1-level 2dDWT decomposition with Haar kernels is shown in

Figure 4.4. The right part of Figure 4.4 is the notation of each sub-band of wavelet

coefficients. It is clear that the 2dDWT captures the image details in four sub-

bands: average (LL), vertical(HL), horizontal(LH) and diagonal(HH) information,

which are corresponding to each wavelet sub-bands coefficients. Note that after

2dDWT decomposition, the combination of four sub-bands always has the same

dimension as the original input image.

The 2d Inverse DWT (2dIDWT) can trace back the 2dDWT procedure by
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Figure 4.3. The procedure of 1-level 2dDWT decomposition.

inverting the steps in Figure 4.3. This allows the prediction of wavelet coefficients

to generate SR results. Detailed wavelet decomposition introduction can be found

in [172].

4.2.2 Deep Wavelet Prediction for Super-resolution (DWSR)

The SR can be viewed as the problem of restoring the details of the image given

an input LR image. This viewpoint can be combined with wavelet decomposition.

As shown in Figure 4.4, if we treat the input image as an LL output of 1-level

2dDWT, predicting the HL, LH and HH sub-bands of the 2dDWT will give us

the missing details of the LL image. Then one can use 2dIDWT to gather the

predicted details and generate the SR results. With Haar wavelet, the coefficients
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a b

c d

LL

LH HH

HL

AB
CD

HR

2dDWT

2dIDWT

Figure 4.4. The 2dDWT and 2dIDWT. A,B,C,D are four example pixels located in
a 2× 2 grid at the top left corner of HR image. a, b, c, d are four pixels from the top left
corner of four sub-bands correspondingly.

of 2dIDWT can be computed as:

A = a+ b+ c+ d

B = a− b+ c− d

C = a+ b− c− d

D = a− b− c+ d

(4.2)

whereA,B,C,D and a, b, c, d represent the pixel values from corresponding image/sub-

bands.

Therefore, with the help of wavelet transformation, the SR problem becomes

a wavelet coefficients prediction problem. In this section, we propose a new deep

learning based method to predict details of wavelet sub-bands from the input LR

image. To the best of our knowledge, DWSR is the first deep learning based

wavelet SR method [173].

4.2.3 Network Structure

The structure of the proposed network is illustrated in Figure 4.5. The proposed

network has a deep structure similar to the residual network [157] with two input

and output layers with 4 channels. While most of the deep learning based SR
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Figure 4.5. Wavelet prediction for SR network structure: there are input layers which
takes four channels and output layers produce four channels. The network body has
repeated N same-sized layers with ReLU activation functions (Here N = 10). One
example of the input LRSB and network output ∆SB are plotted. The histogram of all
coefficients in ∆SB is drawn to illustrate the sparsity of the outputs.

methods have only one channel for input and output, our network takes four input

channels into consideration and produces four corresponding channels at the out-

put. Inspired by recent advance in deep residual learning for super-resolution, we

design our layers to have 64 filters of size 4× 3× 3 in the first layer and 4 filters of

size 64×3×3 in the last layer. In the middle part of the network, the network has

N same-sized hidden layers with 64× 3× 3× 64 filters each. The output of each

layer, except the output layer, is fed into ReLU activation function to generate a

nonlinear activation map.

Usually, the CNN based SR methods only take valid regions into consideration

while feeding forward the inputs. For example, in SRCNN [147], the network has

three layers with the filter size of 9×9, 1×1 then 5×5, from which we can compute

the cropped out information width, which is (9 + 1 + 5 − 3) = 12 pixels. During

the training process, SRCNN takes in sub-images of size 33×33, but only produce

outputs of size 21× 21. This procedure is unfavorable in our deep model since the

final output could be too small to contain any useful information.

To solve this problem, we use zero padding at each layer to keep the outputs

having the same sizes as the inputs. In this manner, we can produce the same
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size final outputs as the inputs. Later, the experiments show that with the special

wavelet sparsity, the padding will not affect the quality of the SR results.

4.2.4 Training Procedure

To train the network, the low-resolution training images are enlarged by bicubic

interpolation with the original downscale factor. Then the enlarged LR images

are passed through the 2dDWT with Haar wavelet to produce four LR wavelet

Sub-Bands (LRSB) which is denoted as:

LRSB = {LA, LV, LH, LD} := 2dDWT{LR} (4.3)

where the LA, LV, LH, and LD are sub-bands containing wavelet coefficients for

average, vertical, horizontal and diagonal details of the LR image, respectively.

2dDWT{LR} denotes the 2dDWT of the LR image.

The transformation is also applied on the corresponding HR training images to

produce four HR wavelet Sub-Bands (HRSB):

HRSB = {HA,HV,HH,HD} := 2dDWT{HR} (4.4)

where the HA, HV, HH, and HD denote the sub-bands containing wavelet co-

efficients for average, vertical, horizontal and diagonal details of the HR image,

respectively.

Then the difference ∆SB (residual) between corresponding LRSB and HRSB

is computed as:

∆SB = HRSB− LRSB

= {HA− LA,HV− LV,HH− LH,HD− LD}

= {∆A,∆V,∆H,∆D}

(4.5)

∆SB is the target that we desire the network to produce with input LRSB. The

feeding forward procedure is denoted as f(LRSB).

The cost of the network outputs is defined as:

cost =
1

2
‖∆SB− f(LRSB)‖2

2 (4.6)
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The weights and biases can be denoted as (Θ, b). Then the optimization prob-

lem is defined as:

(Θ, b) = arg min
Θ,b

1

2
‖∆SB− f(LRSB)‖2

2 + λ‖Θ‖2
2 (4.7)

where the ‖Θ‖2
2 is the standard weight decay regularization with parameter λ.

Essentially, we want our network to learn the differences between wavelet sub-

bands of LR and HR images. By adding these differences (residual) to the input

wavelet sub-bands, we will get the final super-resolution wavelet sub-bands.

4.2.5 Generating SR Results

To produce SR results, the bicubic enlarged LR input images are transformed by

2dDWT to produce LRSB as Equation (4.3). Then LRSB is fed forward through

the trained network to produce ∆SB. Adding LRSB and ∆SB together generates

four SR wavelet Sub-Bands (SRSB) denoted as:

SRSB = {SA, SV, SH, SD}

= LRSB + ∆SB

= {LA + ∆A,LV + ∆V,LH + ∆H,LD + ∆D}

(4.8)

Finally, 2dIDWT generates the SR image results:

SR = 2dIDWT{SRSB} (4.9)

4.2.6 Understanding Wavelet Prediction

Training in wavelet domain can boost up the training and testing procedure. Using

wavelet coefficients encourages activation sparsity in hidden layers as well as the

output layer. Moreover, by using residuals, wavelet coefficients themselves become

sparser and therefore easier for the network to learn sparse maps rather than dense

ones. The histogram in Figure 4.5 illustrates the sparse distribution of all the ∆SB

coefficients. This high level of sparsity further reduces the training time required

for the network resulting in more accurate super-resolution results.
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In addition, training a deep network is actually to minimize a cost function

which is usually defined by l2 norm. This particular norm is used because it

homogeneously describes the quality of the output image compared to the ground

truth. The image quality is then quantified by the assessment metric PSNR.

However, SSIM [174] has been proven to be a conceptually better way to describe

the quality of an image (comparing to the target) which unfortunately cannot be

easily optimized. Nearly all the SR methods use SSIM as final testing metric but

it is not emphasized in the training procedure.

However, DWSR encourages the network to produce more structural details.

As shown in Figure 4.5, the SRSB has more defined structural details than LRSB

after adding the predicted ∆SB. With Haar wavelet, every fine detail has different

intensity of coefficients spreading in all four sub-bands. Overlaying four sub-bands

together can enhance the structural details the network taking in by providing

additional relationships between structural details. At a given spatial location,

the first sub-band gives the general information of the image, following three de-

tailed sub-bands provide horizontal/vertical/diagonal structural information to the

network at this location. The structural correlation information between the sub-

bands helps the network weights forming in a way to emphases the fine details.

By taking more structural similarity into account while training, the proposed

network increases both the PSNR and SSIM assessments to deliver a visually

improved SR result (see Section 4.3.5 for quantitative comparisons). Moreover,

benefiting from wavelet domain information, DWSR produces SR results with less

artifacts while other methods suffer from misleading artificial blocks introduced by

bicubic (see Section 4.3.5).

4.3 Experimental Evaluation

4.3.1 Data Preparation

During the training phase, the NTIRE [175] 800 training images are used without

augmentation. The NTIRE HR images {Yi}800
i=1 are down-sampled by the factor

of c. Then the down-sampled images are enlarged busing bicubic interpolation by

the same factor c to form the LR training images {Xi}800
i=1. Note that the image
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Yi is cropped so that its width and height be multiple of c. Therefore Xi and Yi

have the same size where Yi represents the HR training image, Xi represents the

corresponding LR training image. Patches of size 41 × 41 pixels sub-images with

10 pixels overlapping are then extracted from Xi and Yi for training.

For each sub-image from Xi, the LRSB is computed as Equation (4.3). For

each corresponding sub-image from Yi, the HRSB is computed as Equation (4.4).

Then the residual ∆SB is computed as Equation (4.5).

During the testing phase, several standard testing data sets are used. Specif-

ically, Set5 [176], Set14 [177], BSD100 [178], Urban100 [156] are used to evaluate

our proposed method DWSR.

Both training and testing phases of DWSR only utilize the luminance channel

information. For color images, Cr and Cb channels are directly enlarged by bicubic

interpolation from LR images. These enlarged chrominance channels are combined

with SR luminance channel to produce color SR results.

4.3.2 Training Settings

During the training process, several training techniques are used. The gradients

are clipped to 0.01 by norm clipping option in the training package. We use Adam

optimizer as described in [179] to updates Θ and b. The initial learning rate is 0.01

and decreases by 25% every 20 epochs. The weight regulator is set to 1× 10−3 to

prevent over-fitting. Other than input and output layers, the DWSR has N = 10

same-sized convolutional hidden layers with the filter size of 64× 3× 3× 64. This

configuration results in a network with only half of parameters in VDSR [158].

The training scheme is implemented with TensorFlow [180] package with Python

2.7 interaction interface. We use one GTX TITAN X GPU 12 GB for both the

training and testing.

4.3.3 Convergence Speed

Since the gradients are clipped to a numerical large norm, with the high initial

learning rate, DWSR reaches convergence with a really fast speed and produces

practical results (see following reported evaluations). Figure 4.7 shows the conver-

gence process during the training by plotting the evaluation of cost over training
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Original Bicubic

(19.0292, 0.6432)

ScSR

(19.0588, 0.65216)

A+

(20.1155, 0.72667)

SelfEx

(20.6903, 0.7603)

SRCNN

(20.0734, 0.7192)

FSRCNN

(20.0687, 0.7172)

SCN

(20.0824, 0.7220)

VDSR

(20.8673, 0.7690)

DWSR

(21.1639, 0.7776)

Figure 4.6. Test image No.19 in Urban100 data set. From top left to bottom right are
results of: ground truth, bicubic, ScSR, A+, SelfEx, SRCNN, FSRCNN, SCN, VDSR,
DWSR. The numeral assessments are labeled as (PSNR, SSIM). DWSR (bottom right)
produces more defined structures with better SSIM and PSNR than state-of-the-art
methods.

epochs. After 100 epochs, the network is fully converged and (Θ,b) is used for

testing. The training procedure for 100 epochs takes about 4 hours to finish with

one GPU.

4.3.4 Comparison with State-of-the-Art

We compare DWSR with several state-of-the-art methods and use Bicubic as the

baseline reference1.

ScSR [181] and A+ [182] are selected to represent the sparse coding based and

dictionary learning based methods. For deep learning based methods, DWSR is

compared with SCN [183], SelfEx [156], FSRCNN [184], SRCNN [147] and VDSR

[158]. We use publicly published testing codes from different authors, the tests

are carried on GPU as mentioned above for deep learning based methods. For

1Please refer to http://signal.ee.psu.edu/DWSR.html for high-quality color images and to
download our code.
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Figure 4.7. The evaluations of cost function (4.6) over training epochs for training
scale factor 4. At 100 epoch, the network training convergences.

FSRCNN, SRCNN and sparse based methods we use their public CPU testing

codes.

Table 4.1 shows the summarized results of PSNR and SSIM evaluations. The

best results are shown in red and second best are shown in blue. DWSR has a

clear advantage on the large scaling factors owing to its reliance on incorporating

the structural information and correlation from the wavelet transform sub-bands.

For large scale factors, DWSR delivers better results than the best known method

(VDSR) with only half parameters benefiting from training in wavelet feature

domain.

Table 4.2 shows the execution time of different methods. Since DWSR only

has half of the parameters than the most parameterized method (VDSR) and

benefiting from really sparse network activations, DWSR takes much less time to

apply super-resolution. For 2K images in NTIRE testing set, DWSR takes less

than 0.1s to produce the outputs of the network including the loading time from

GPU.

Figure 4.9 compares state-of-the-art methods for image super-resolution in

terms of PSNR and running time. DWSR shows the best trade-off between running
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Original Bicubic

(16.5566, 0.4357)

ScSR

(16.5806, 0.43733)

A+

(17.3281, 0.52305)

SelfEx

(17.8706, 0.5642)

SRCNN

(17.3284, 0.5176)

FSRCNN

(17.1200, 0.5003)

SCN

(17.4754, 0.5424)

VDSR

(18.1470, 0.6016)

DWSR

(18.3464, 0.6141)

Figure 4.8. Test image No.92 in Urban100 data set. From top left to bottom right are
results of: ground truth, bicubic, ScSR, A+, SelfEx, SRCNN, FSRCNN, SCN, VDSR,
DWSR. The numeral assessments are labeled as (PSNR, SSIM). DWSR (bottom right)
produces more fine structures with better SSIM and PSNR than state-of-the-art methods.
Also note DWSR does not produce artifacts diagonal edges in the red circled region.

time and PSNR value among other methods.

Figure 4.6 shows SR results of a testing image from Urban100 dataset with

scale factor 4. Overall, deep learning based methods produce better results than

sparse coding based and dictionary learning based methods. Compared to SR-

CNN, DWSR produces more defined structures benefiting from training in wavelet

domain. Compared to VDSR, DWSR results give higher PSNR and SSIM values

using less than half parameters of VDSR with a faster speed. Visually, the edges

are more enhanced in DWSR than other state-of-the-art methods and are clearly

illustrated in the enlarged areas. The image generated by DWSR has less artifacts

that are caused by initial bicubic interpolation of LR image and results in sharper

edges which are consistent with the ground truth image. Also quite clearly, DWSR

has an advantage on reconstructing edges especially diagonal ones due to the fact

that this structural information is prominently emphasized with sub-bands in Haar

wavelets coefficients.
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Figure 4.9. DWSR and other state-of-the-art methods reported PSNR with scale factor
of 3 on Set5. For experimental setup see Section 4.3.4.

Table 4.1. PSNR and SSIM result comparisons with other approaches for 4 different
datasets.

PSNR SSIM
Bicubic

[Baseline]
ScSR

[TIP 10]
A+

[ACCV 14]
SelfEx

[CVPR 15]
FSRCNN

[ECCV 16]
SRCNN

[PAMI 16]
VDSR

[CVPR 16]
DWSR
[ours]

Set5
x2
x3
x4

33.64 0.9292
30.39 0.8678
28.42 0.8101

35.78 0.9485
31.34 0.8869
29.07 0.8263

36.55 0.9544
32.58 0.9088
30.27 0.8605

36.47 0.9538
32.57 0.9092
30.32 0.8640

36.94 0.9558
33.06 0.9140
30.55 0.8657

36.66 0.9542
32.75 0.9090
30.48 0.8628

37.52 0.9586
33.66 0.9212
31.35 0.8820

37.43 0.9568
33.82 0.9215
31.39 0.8833

Set14
x2
x3
x4

30.22 0.8683
27.53 0.7737
25.99 0.7023

31.64 0.8940
28.19 0.7977
26.40 0.7218

32.29 0.9055
29.13 0.8188
27.33 0.7489

32.24 0.9032
29.16 0.8196
27.40 0.7518

32.54 0.9088
29.37 0.8242
27.50 0.7535

32.42 0.9063
29.28 0.8209
27.40 0.7503

33.02 0.9102
29.77 0.8308
28.01 0.7664

33.07 0.9106
29.83 0.8308
28.04 0.7669

B100
x2
x4

29.55 0.8425
25.96 0.6672

30.77 0.8744
26.61 0.6983

31.21 0.8864
26.82 0.7087

31.18 0.8855
26.84 0.7106

31.66 0.8920
26.92 0.7201

31.36 0.8879
26.84 0.7101

31.85 0.8960
27.23 0.7238

31.80 0.8940
27.25 0.7240

Urban100
x2
x4

26.66 0.8408
23.14 0.6573

28.26 0.8828
24.02 0.7024

29.20 0.8938
24.32 0.7186

29.54 0.8967
24.78 0.7374

29.87 0.9010
24.61 0.7270

29.50 0.8946
24.52 0.7221

30.76 0.9140
25.18 0.7524

30.46 0.9162
25.26 0.7548

4.3.5 Large Scaling Factor SR Artifacts

Figure 4.8 illustrates SR results from different methods with scale factor 4. DWSR

produces more enhanced details than state-of-the-art methods. Moreover, since the

scale factor is large for bicubic interpolations to keep the structural information,

some artificial blocks are introduced during the bicubic enlargement. Meanwhile

nearly all the deep learning based methods are utilizing the bicubic interpolations

as the starting point, these artificial blocks get more pronounced during the SR

enhancements. Eventually, the enhancements on the artificial blocks produce arti-

ficial edges in the SR results. For instance, in Figure 4.8, these blocks and artificial
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Table 4.2. Results of the execution time comparison to other approaches
ScSR

[TIP 10]
A+

[ACCV 14]
SelfEx

[CVPR 15]
FSRCNN

[ECCV 16]
SRCNN

[PAMI 16]
VDSR

[CVPR 16]
DWSR
[ours]

Set5
x2
x3
x4

80.22
82.67
84.88

0.58
0.32
0.24

45.76
32.28
29.32

0.30
0.23
0.26

2.56
2.63
2.16

0.13
0.13
0.12

0.06
0.05
0.06

Set14
x2
x3
x4

86.12
91.52
89.25

0.85
0.59
0.32

112.3
76.02
66.06

0.32
0.42
0.39

4.52
4.25
4.68

0.25
0.26
0.25

0.07
0.08
0.07

B100
x2
x4

98.03
100.43

0.60
0.26

62.02
36.67

0.32
0.39

2.65
2.98

0.16
0.26

0.09
0.12

Urban100
x2
x4

1021.06
1282.33

2.96
1.21

663.66
662.68

2.23
2.35

23.2
25.6

0.98
1.07

0.33
0.38

edges are labeled within red circles for bicubic and VDSR. The diagonal edges are

introduced by SR enhancement on the artificial blocks from bicubic enlargement,

which are not present in the ground truth image.

However, DWSR utilizes wavelet coefficients to take in more structural corre-

lation information into account which does not enhance the artificial blocks and

produces edges more similar to the ground truth.

Our work so far presents a deep wavelet super-resolution (DWSR) technique

that recovers the “missing details” by using (low-resolution) wavelet sub-bands as

inputs. DWSR is significantly economical in the number of parameters compared

to most state-of-the-art methods and yet achieves competitive or better results.

We contend that this is because wavelets provide an image representation that

naturally simplifies the mapping to be learned. While we used the Haar wavelet,

effects of different wavelet basis can be examined in future work. Of particular

interest could be to learn the “optimal” wavelet basis for the SR task.

In the remainder of this chapter, we investigate the performance of deep learn-

ing methods for super-resolution in low training regime and propose to exploit

image priors to alleviate the resulting performance degradation.

4.4 Image Priors for Super Resolution

The statistical information embedded in natural images have recently received

much attention from different communities for both understanding the human vi-

sual system and also designing effective image processing algorithms [185]. Natural



80

images are different from images generated by random noise in that they exhibit

meaningful structures. Examples of such structures are local regularities, such as

edges and self-similarities, etc. Consequently, the natural images are only a tiny

fraction of the space of all the images that can be generated by all the possibilities

of pixel values.

Natural images have many unique statistical properties [186, 187]. One of the

most well known such properties is that they exhibit heavy-tailed distribution

when applying derivative filters onto them. Intuitively natural images are locally

smooth; therefore, local differences will be small and the distribution will decrease

faster than the Gaussian. On the other hand, natural images have many structural

details such as edges, where the derivative response can be large and it contributes

to the heavier tails than the Gaussian distribution. This prior knowledge has been

successfully applied in a wide range of applications, including image denoising [187],

deblurring [185] and super-resolution [188]. Apart from this heavy-tailed statistics

characteristic of natural images, they also have many other statistical properties,

such as scale invariance and similar joint statistics. The former states that the

natural images have similar heavy-tailed distributions at different scales [186] and

the latter means that the neighboring pixels in the natural images exhibit high

statistical dependency [189].

Image priors and statistics are a very active research topic and researchers are

still investigating it. The most classical image prior, Gaussian model applied to

the derivatives of images, is widely used due to its simplicity:

P (yyy) ∝ exp
(
− ‖∇y

yy‖2
2

η2

)
(4.10)

where ∇yyy represents the gradient of the image yyy. Gaussian prior has the advantage

of having a closed form solution for many optimization problems; however, it

usually fails to produce satisfying solutions as it also smoothens the image. To

overcome this problem and preserve the edge structure, Laplacian prior is used

which has been proved to preserve image discontinuities better:

P (yyy) ∝ exp
(
− ‖∇y

yy‖2
1

η2

)
. (4.11)
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Laplacian priors are related to `1-norm regularization which promotes the sparsity

in the solution. Such priors can preserve edges in the image; however, they do not

capture natural images’ statistics very well and the resulting images look piecewise

linear. This is due to the fact that natural images follow a distribution with heavier

tails than Laplacian or Gaussian. The solution presented for this problem is to use

the hyper-Laplacian distribution for the edges in the image [190,191]:

P (yyy) ∝ exp
(
− ‖∇y

yy‖α
η2

)
. (4.12)

where the norm ‖yyy‖α is defines as ‖yyy‖α =
∑

i |yi|α. As suggested by the literature

[188, 191], the parameter α which controls the sparseness of the desired gradient

in the natural images is usually picked between 0.5 and 0.8. More complicated

priors that can take into account the long-range inter-relations of pixels can also

be used to further capture statistical data in natural images. These priors can be

set manually, or more interestingly they can be learned from training data and

applied on unseen images for super-resolution. In this chapter, we take the image

priors as suggested by Kim et al. [167,188] and improve upon them.

P (yhyhyh|ylylyl) = 1
C

∏
{i,j}

{s,t}∈N (i,j)

exp

[
−
(
|yh(i, j)− yh(s, t)|

σN

)α]
︸ ︷︷ ︸

prefer strong edges (edge based prior)

∏
{i,j}

exp

−( |T(yh(i, j)
)
− yl(i, j)|

σR

)2


︸ ︷︷ ︸
Reconstruction is faithful to LR image

(4.13)

The above prior tries to capture natural image priors (NIP) and reconstruction model

in one framework. yhyhyh represents the estimated high resolution image and ylylyl denotes

the corresponding low resolution image and N (i, j) represents a neighborhood of pixels

at location (i, j). For a given image, the second product term ensures that when the

same downsampling kernel (T) is applied on the super resolution result (yhyhyh), final super

resolution result is prevented from flowing far away from the input low resolution im-

age ylylyl. In this form of NIP framework, the second term is the reconstruction constraint

which measures the distance between the input low-resolution image and an image recon-

structed from the high-resolution configuration according to the down-sampling model

(blurring and sub-sampling), while the first product term (NIP term) tends to penalize

pixel value differences in the neighborhood of each pixel (i, j). Subsequently, this distri-

bution prefers a strong edge rather than a set of small edges (such as ringing artifacts)
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and can be used to resolve the problem of smooth edges.

To adapt the NIP prior and the reconstruction constraint to super-resolution problem

in a learning-based method, we are revising the prior distribution in (4.13) so that the re-

construction constraint is penalizing the difference between the estimated high-resolution

image and the ground truth high-resolution image. This is a better fit for learning-based

methods in super-resolution where the cost function is the difference between the inferred

image and the ground truth. We then rewrite the NIP as follows:

P (yhyhyh|ygygyg) = 1
C

∏
{i,j}

{s,t}∈N (i,j)

exp
[
−
(
|yh(i,j)−yh(s,t)|

σN

)α] ∏
{i,j}

exp

[
−
(
|yh(i, j)− yg(i, j)|

σR

)2
]

︸ ︷︷ ︸
Revised to compare output with ground truth HR image

(4.14)

Also note that in the revised NIP prior no downsampling/blurring kernel (T) is

used. In the new NIP prior, which is specific to super resolution, we want the inferred

super resolution result to be statistically close to the ground truth image. The above

formulation is very similar to (4.13) where the low resolution image ylylyl is now replaced

with the ground truth high resolution image (ygygyg). It essentially encourages the inferred

high resolution image to be close to the ground truth using the NIP probabilistic prior.

The reconstruction constraint here corresponds to a generative model and with the NIP

provides a MAP framework where we can take the negative log-likelihood of the posterior

and find the minimum of that. Essentially, maximizing the posterior using NIP priors

leads to the following minimization problem:

yhyhyh = arg min
yhyhyh

∑
{i,j}

{s,t}∈N (i,j)

(
|yh(i, j)− yh(s, t)|

σN

)α
+
∑
{i,j}

(
|yh(i, j)− yg(i, j)|

σR

)2

(4.15)

= arg min
yhyhyh

σ2
R

σαN

∑
{i,j}

{s,t}∈N (i,j)

|yh(i, j)− yh(s, t)|α +
∑
{i,j}

|yh(i, j)− yg(i, j)|2 (4.16)

Rewriting the MAP estimation in the form above helps us interpret the cost function

often used for image super-resolution and also implement the new NIP cost function in an

efficient manner using convolutions. The second sum in (4.16) is essentially summing up

pixel level square differences between the estimated high-resolution image and the high-

resolution ground truth image. This can be easily captured by ‖yhyhyh − ygygyg‖2F which is the
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Figure 4.10. Eight convolution filters that can be used to implement the NIP prior
loss

error norm of a high resolution image and the super-resolution result. It is noteworthy

to mention that this is the most commonly used cost function for image super-resolution

in the deep learning frameworks which essentially back-propagate the gradient of error

terms to the weights of the deep network. On the other hand, the first term in (4.16) is

a local error constraint on pixel values and summed for all the pixels in the images. If

we assume a simple neighborhood N (i, j) to be the eight-neighborhood vicinity around

any pixel, the NIP prior as defined above can be written as summation over 8 filtered

images that are also passed through a special non-linear activation function. Since the

aforementioned filters are simple difference filters and are linear, they can be implemented

with eight convolution filters (shown in Fig. 4.10) and followed by non-linear activation

function i.e. | · |α with a learnable parameter α. Despite the regular NIP assumption

that α is fixed, it is assumed here to be learnable so we can find the best α that fits the

training images we have. The overall cost function in its new form is written as follows:

arg min
yhyhyh

σ2
R

σαN

(
8∑

k=1

‖yhyhyh ∗FkFkFk‖α

)
+ ‖yhyhyh − ygygyg‖2F (4.17)

It is noteworthy to mention that this new cost function can be implemented using convo-

lutions followed by a simple non-linearity layer. This makes it efficient for implementation

purposes in the deep leaning structures using convolutional neural networks.

For optimizing a deep network using this cost function we need to make sure the cost

function is differentiable so the error can propagate back through the network using a

back-propagation approach. However, the cost function in (4.17) is not differentiable at

zero since it has an infinite slope. Therefore, in the optimization procedure, it produces

infinitely large gradients which makes the network unstable (see figure 4.11 on the right).
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Figure 4.11. Image priors introduced in this section. Illustrations are for one dimen-

sion only. From left to right: ‖x‖1, 10 log
(

(e10 − 1)|x|+ 1
)

, ‖x‖0.1

One way to alleviate this problem is to fix the parameter α to be exactly equal to one

which is exactly a relaxation equivalent to (4.11) (see figure 4.11 on the left for α = 1).

A better approach to tackle this problem is to approximate the norm function with

something having a large but finite derivative at zero. For example we can approximate

‖x‖α for α = 0.1 with 10 log
(

(e10 − 1)|x|+ 1
)

(See figure 4.11 in the middle).

4.4.1 Deep Super Resolution in Low Training Scenario

The abundance of training data in deep learning provides very compelling results in

areas such as object recognition and natural language processing as well as low-level

vision tasks such as super-resolution and denoising. However, the performance of such

networks degrades when the presence of abundant training is not an option and usually

they perform very bad in these low training scenarios. One way of compensating for lack

of enough training data is to use image statistics and priors as suggested in the previous

section. Natural Image Priors (NIP) are among the most suitable ones for SR task. In

this section, we aim to apply NIP on deep networks specialized for the super-resolution

task. The proposed network structure is shown in Fig. 4.12, which consists of an SR

network for generating the super-resolution result and also a few additional convolutional

layers to impose the NIP prior.

The “SR Network” in Fig. 4.12 can be chosen to be any network specific for super-

resolution task and here we pick the Very Deep Super Resolution (VDSR) [158] network

as one of the state-of-the-art methods for validating our idea. However, this idea can be

applied to any other SR network such as SRCNN, etc. VDSR (shown in Fig. 4.13) is a

residual network with 20 convolutional layers that takes the input low-resolution image

as input and generates the output residuals that needed to be added to the input image

in order to generate a high-resolution output image.

The output “SR Network” goes into another layer of convolution with 8 non-learnable
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Figure 4.12. The network structure for imposing NIP priors

Figure 4.13. VDSR network for super resolution

filters that are illustrated in Fig 4.10 and passed through the nonlinear equivalent of α-

norm to form a data cube with 8 channels. These channels are summed across channels

and then across spatial dimensions to provide the NIP part of the loss function in (4.17).

Note that the parameter α here can be learnable. Although the filters in the last layer

are not learnable and are fixed, the error that is caused by NIP layers propagates back

to the main SR network and causes the weights to adjust for NIP. The cost function to

be minimized here is as proposed in (4.17) which is approximated using the log-function

so that it is differentiable. The back-propagation rules needed to optimize the network

stay the same for the reconstruction error term (second term in (4.17)) but for the last

layer which corresponds only to computing the loss for NIP priors can be summarized
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as follows where we need ∂E

∂W
`p
ab

for every layer `p = 2, .., Lp − 1. Using chain rule we can

derive:

∂E

∂W
`p
a,b,c

=

3∑
k=1

n−1∑
i=0

n−1∑
j=0

δ
`p+1
i,j,k . A

`p
i+a,j+b,k+c (4.18)

δ
`p
i,j,k =

3∑
s=1

n−1∑
u=0

n−1∑
v=0

δ
`p+1
i−u,j−v,k−s . W

`p
u,v,s (4.19)

And for the last layer `p = Lp:

δ
Lp
i,j =

∂E

∂Z
Lp
i,j

ZZZLp=AAALp
====

∂E

∂A
Lp
i,j,k

= 1 (4.20)

whereWWW `p are the weights associated with layer `p of convolutions, AAA`p are the activation

outputs of layer `p, ZZZ
`p are the inputs to the layer `p and δ`p+1 is the error propagated

back from layer `p+1 to layer `p. For the last layer, Activation maps AAALp and inputs ZZZLp

are the same, i.e. ZZZLp = AAALp .

This network is designed so that it can capture image statistics from the training

data and generate output images with respect to natural image prior (NIP), especially

in scenarios where training data is limited and generic deep SR networks fail to provide

satisfying results for super-resolution. In the following sections, we provide different

types of prior that can come in handy in low training scenarios and then discuss the

effects of such priors in practice.

4.5 Experimental Results

In this section, we provide the experimental results and procedures corresponding to our

method. We first describe the datasets used for training and testing, then explain the

training procedure used. Finally, we compare our method with state of the art methods

for super-resolution in high training and low training scenarios to show the benefits of

regularizing deep networks with image priors.

4.5.1 Dataset Preparation and Training Procedure

For training dataset we use the 291 images from [192] which contains natural images.

Data Augmentation, including flipping, rotation, and scaling, was performed for training

with high amount of data. For test scenario, we use the ‘set 14’ [177] dataset. The
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training procedure is very similar to what was proposed in section 4.3; however, with

some small modifications for purpose of stability and faster convergence. As mentioned

before, the SR network is chosen to be similar to VDSR [158] with 20 convolutional

layers. An additional convolutional layer with non-learnable (fixed) weights is also added

to compute the loss function corresponding to natural image priors. The training uses

batches of size 64 and momentum and weight decay parameters are set to 0.9 and 0.0001.

Also, gradient clipping is used as proposed by [158] to prevent gradients from exploding.

We train all experiments over 300 epochs over all training data (no matter how much

training data is used). The learning rate was initially set to 0.1 and then decreased by a

factor of 10 at epochs 60 and 140. Similar to other recent SR methods, our framework

applies bicubic interpolation to color components of images and only the luminance

channel is fed to the deep network.

4.5.2 NIP with Abundant Training

In this section, we provide the experimental results under an abundant amount of training

data. Essentially, we train our NIP network with the regularized cost function which also

takes natural image priors into account. We denote σ as
σ2
R
σαN

and train the network with

more than 140, 000 training data pairs from the database. The core super-resolution

network in our NIP network is the state-of-the-art VDSR network and we are showing

comparison against it. Note that we train our network and also VDSR from scratch

using the same initialization of weights and the same order of batches for fairness of

comparison and to rule out any performance boost or degradation due to local minima.

The first set of results for a scaling factor of 3 are shown in Fig 4.14 and 4.15. We

show the ground truth image as well as the bicubic interpolation, VDSR and also the

results of our NIP network. Note that the value of σ is picked according to a cross-

validation procedure on a different set of images and the best value of σ = e−5 is picked.

However, we are also showing the results for σ = e−4 which reveals that assigning

higher regularizer parameters to NIP prior can cause the images to become smoother

and piecewise linear as described and expected before. Comparing the visual results of

VDSR and our NIP network with the right value of σ shows that there is no visible

difference in the output images of VDSR and our NIP networks if unlimited training is

available. Also the average performance of each method over Set 14 is provided in Table

4.3. It is quite clear that when training data is readily available, the VDSR network can

capture structural information from the training data and incorporate it in the weights

of the network, and again validates that adding prior information and regularizing the
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Figure 4.14. The image “Woman” from Set 14. Numbers in parenthesis denote the
PSNR and SSIM values respectively.

Figure 4.15. The image “Lenna” from Set 14. Numbers in parenthesis denote the
PSNR and SSIM values respectively.

network does not change the performance of network. Fig. 4.16 also shows the evolution

of the cost function value, the NIP term in the cost function and PSNR on the training

batches as the optimization progresses.

Table 4.3. Quantitative Results average over Set 14

Method SSIM PSNR
VDSR 0.8301 29.7396
Bicubic 0.7427 22.4457

NIP σ = e−4 0.7776 28.8047
NIP σ = e−5 0.8264 29.7242
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Figure 4.16. Evolution of cost function value, the NIP term in the cost function and
PSNR on the training batches as the optimization progresses

4.5.3 NIP with Limited Training

In this section, we investigate the performance of well-known super-resolution methods

such as VDSR in low training scenario and provide evidence that how incorporating priors

in the learning stage of neural networks can help alleviate the problem of lack of training

data. We partially use the database and exploit only 5000 sample training patches.

We first train the VDSR network with this limited training data. Unsurprisingly, the

performance of VDSR degrades both visually and quantitatively based on PSNR and

SSIM values and is illustrated in Fig 4.17.

Next, we train our NIP network with low training data and compare it with the

previously learned VDSR network without any prior knowledge and again in the low

training scenario. We use σ = e−7 which is obtained from a cross-validation procedure

on a separate set of images. Experimental results on three different images are shown

in Fig 4.18 to 4.20. In addition to quality measure improvements on these images based

on PSNR and SSIM values, it is visually apparent that introducing priors in the low

training scenario reduces artifacts around edges and provides visually more pleasant

images. Table 4.4 provides the average performance of NIP with priors compared to

VDSR method with low training. It is now clear that in absence of abundant training
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Figure 4.17. Performance of VDSR network under different training scenarios. Sce-
narios from left to right: Original ground truth image - VDSR trained with abundant
training - VDSR trained low training data (5000 pairs) - VDSR trained with extremely
low training data (1000 pairs) - Bicubic results. Numbers in parenthesis denote the
PSNR and SSIM values respectively.

Table 4.4. Quantitative results averaged over Set 14 in low training scenario

Method SSIM PSNR
Bicubic 0.7427 22.4457

VDSR - no prior 0.8039 28.4035
NIP 0.8051 28.4660

data, presence of priors helps to improve the SR results. Essentially, priors compensate

for the lack of enough training data for learning fine structures in the network. Fig.

4.21 also shows the evolution of cost function value, the NIP term in the cost function

and PSNR on the training batches as the optimization progresses in the low training

scenario.

Finally, to show the importance of image priors and how they can help the super-

resolution task, we perform another experiment in which the amount of available training

data is further limited. We reduced the amount of training sample pairs from 5000 to

1000 in this new experiment (namely extremely low training scenario) and repeated the

procedure explained above. Using a cross-validation technique, σ is picked to be 7e−6.

Fig. 4.22 shows the “monarch” image and compares the ground truth image with the

VDSR method and NIP under extremely low training scenario. Prevalence of NIP with

priors is also visually clear especially in the zoomed regions and also in terms of SSIM

and PSNR. To further support that the notion of priors in lack of sufficient training is

very beneficial, Table 4.5 provides the average performance of NIP with priors compared

to the VDSR method in this extremely low training scenario.
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Figure 4.18. “monarch” - Performance of NIP network with and without prior knowl-
edge. From left to right: Original ground truth image - VDSR trained with low training
and no priors - NIP network trained with low training exploiting prior knowledge. Num-
bers in parenthesis denote the PSNR and SSIM values respectively.

Figure 4.19. “baboon” - Performance of NIP network with and without prior knowl-
edge. From left to right: Original ground truth image - VDSR trained with low training
and no priors - NIP network trained with low training exploiting prior knowledge. Num-
bers in parenthesis denote the PSNR and SSIM values respectively.



92

Figure 4.20. “ppt3” - Performance of NIP network with and without prior knowledge.
From left to right: Original ground truth image - VDSR trained with low training and
no priors - NIP network trained with low training exploiting prior knowledge. Numbers
in parenthesis denote the PSNR and SSIM values respectively.

Figure 4.21. Evolution of cost function value, the NIP term in the cost function and
PSNR on the training batches as the optimization progresses in low training scenario.
Top row corresponds to VDSR with low training and bottom row corresponds to NIP
network which uses prior knowledge.
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Figure 4.22. Performance of NIP network with and without prior knowledge. From left
to right: Original ground truth image - VDSR trained with extremely low training and
no priors - NIP network trained with extremely low training exploiting prior knowledge.
Numbers in parenthesis denote the PSNR and SSIM values respectively.

Table 4.5. Quantitative Results average over Set 14 in extremely low training scenario

Method SSIM PSNR
Bicubic 0.7427 22.4457

VDSR - no prior 0.7663 26.8243
NIP 0.7550 26.9855

4.6 Conclusions and Future work

In this section, we first provided a novel deep wavelet super-resolution (DWSR) technique

that recovers the “missing details” by using (low-resolution) wavelet sub-bands as inputs.

DWSR is significantly economical in the number of parameters compared to most state-

of-the-art methods and yet achieves competitive or better results. We contend that

this is because wavelets provide an image representation that naturally sparsifies the

mappings to be learned. While we used the Haar wavelet, effects of different wavelet

bases can be examined in future work. Of particular interest could be to learn the

“optimal” wavelet basis for the SR task. Further, we investigated the effect of training

data on performance of super-resolution networks in deep learning and proposed the use

of natural image priors to encourage some notion of sparsity in the edge statistics of the

image. This physically meaningful prior information on natural images shows promising
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performance improvement particularly in absence of abundant training data and shows

the benefits of proposed NIP priors. As viable future research direction for this line of

work, we propose to identify other meaningful physical prior information for use in SR

tasks and to demonstrate its benefits, especially in low training data scenarios.



Chapter 5
Conclusions and Future Work

5.1 Summary of Main Contributions

The overarching theme in this research is the design of signal recovery algorithms by

exploiting physically meaningful prior information. On the theoretical front, This disser-

tation solves challenging problems in sparse signal and image processing. Using sparsity

as a prior is tremendously interesting in a wide variety of applications; however, existing

solutions to address this issue were sub-optimal and often fail to capture the intrinsic

sparse structure of physical phenomenon. We address a very fundamental question in

this area of how to efficiently and effectively capture sparsity in natural signals. More

specifically, capturing general sparse structure in signals and images is a very challenging

task and is considered an NP-hard mixed integer problem. However, in this work, we

tried to break the trade-off between computational burden and performance where we

proposed a novel method called Iterative Convex Refinement (ICR) for sparse recovery.

In this work, a sequence of tractable convex optimization problems are solved in order

to solve the original hard non-convex mixed integer programming problem for sparse

recovery. ICR resulted in solutions that are far less computationally expensive and pro-

vides significant performance improvement over existing state-of-the-art solutions. Many

signal processing problems in computer vision and recognition world can benefit from

this result in sparse signal processing.

On the other hand, one of the most significant challenges in signal recovery and image

processing is the enhancement of image quality. We again addressed this challenge by

using prior knowledge from physically meaningful assumptions on the sparse signals. In

particular, we pose probabilistic priors to promote sparsity on design parameters of the
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problem and showed performance improvements in many applications including image

super-resolution.

Throughout this dissertation, we proposed extensions of the super-resolution task

where we addressed this problem from two different perspectives with the common theme

of exploiting prior information: (1) extension of sparsity-based super-resolution problems

to color channels by taking edge similarities amongst RGB color bands into account as

cross-channel correlation constraints. (2) view the super-resolution problem from a deep

learning standpoint and provide deep network architectures designed for using struc-

tural knowledge of images for super-resolution. Furthermore, we investigated exploiting

sparsifying priors into deep networks and analyzed their influence on the performance of

super-resolution especially in the absence of abundant amount of training data.

In order to verify that the use of prior information is indeed beneficial in a variety of

scenarios including low training scenarios, we considered important real-world applica-

tions including: (1) Signal Recovery with sparsifying priors (2) Image Recovery and (3)

Image Super-Resolution with cross-channel constraints and natural image priors. In each

problem, we observed that our prior model exhibited performance boosts and robustness

to low training scenarios.

5.2 Potential Future Research Directions

The contributions in the previous chapters naturally point towards various directions for

future research. We mention some of the possible extensions in this section.

5.2.1 Signal and Image Recovery

Future research may investigate further analysis of our Iterative Convex Refinement

(ICR) properties and provide more analytical evidence about the convergence of ICR

and its rate of convergence. Accelerating the ICR algorithm and parameter learning for

obtaining more accurate recovery results can be further investigated. Also, extensions to

multi-task scenarios where measurements are available from multiple sources is a viable

research direction. In this line of research exploiting different sparsifying priors and

extension to collaborative signal recovery is the most reasonable and promising future

research direction.

For image restoration, we used a color prior for super-resolution task. While our

multi-channel super-resolution work incorporated signal priors to capture cross-channel



97

color constraints, chrominance geometry can be captured via many different ways as

is suggested in [52, 118, 124, 133]. Incorporating these as constraints or regularizers in a

sparsity-based color SR framework forms a viable direction for future work. For example,

prior knowledge of gradient maps of images or edge structures can be used for boosting

the performance of super-resolution. Especially when the training data is not readily

available.

5.2.2 Deep Learning for Inverse Problems in Computa-

tional Imaging

Clearly, the most recent trend in many of computational imaging problems is deep learn-

ing, which has arisen as a promising framework providing state-of-the-art performance

for many other applications including but not limited to image classification, segmenta-

tion, etc. Moreover, regression-type neural networks demonstrated significant improve-

ments in results on inverse problems such as denoising [193,194], deconvolution [195] and

super-resolution [147].

More recently, researchers are investigating the link between conventional approaches

in signal processing and deep learning networks [196,197]. For instance, LeCun et al. [196]

explored the similarity between the ISTA method [198] and a specific neural network and

demonstrated that layer-wise neural networks act as an approximated sparse coder [199].

Despite these, many practical and theoretical questions remain regarding how to

benefit from conventional approaches in deep learning frameworks. For example, in

scenarios where training data is not sufficiently available, how we can benefit from the

established methods in conventional signal processing to help deep frameworks. The

main question here is can the same gain as in the conventional established methods be

realized in deep learning frameworks?

Along the same direction, we explored the potentials of regularized deep neural net-

works in this dissertation. Motivated by the fact that prior information can be beneficial

in low training scenarios in conventional learning-based methods, we investigate the use

of prior knowledge for image super-resolution from a deep learning standpoint. However,

regularized networks with different kinds of priors can be applied on a various range of

applications in computational imaging. Among these, super-resolution, denoising, in-

painting, etc. are the most common ones.

• Super-resolution: Specifically, deep super-resolution where we tackled in this dis-

sertation by applying prior knowledge has many potentials for future work. Specifi-
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cally, From a deep learning standpoint, there are many potential future directions.

For example, deep learning community always builds their models with the as-

sumption of having abundant training data. However, as stated before this is not

always the case and there are many applications especially in the medical side

that the training data is often limited, e.g. MRI image reconstruction, CT su-

per resolution, etc. To the best of our knowledge, we were among the firsts to

address such issue in the deep neural networks and we believe there is significant

and potential room for improvement in this direction. As viable future research

direction for this line of work, we propose to identify other meaningful physical

prior information for use in deep networks for the SR tasks and to demonstrate

its benefits, especially in low training data scenarios.

• Denoising: Observed image signals are often corrupted by acquisition channel. The

goal of image restoration techniques is to restore the original image from a noisy

observation of it. Image denoising is a very common image recovery problem.

Deep learning community has successfully addressed this problem [194] but the

assumption here is the availability of generous amount of training data which is

not always readily available. For example in many medical imaging applications,

or target detection in radar applications, training data is very limited and deep

frameworks may fail in this situation. However, as suggested by conventional

methods, regularizing the learning procedure with prior knowledge or physically

meaningful priors may help in these scenarios.

• Inpainting is another example of an inverse problem in computational imaging.

This problem has also a long history of literature from conventional methods to

recent deep frameworks [194,199]. This problem has also the same limitation when

it comes to performance in the low training scenarios. Using prior knowledge or

regularizers for the deep structure can be further investigated for this inverse

problem as well. Such priors can be used in different forms such as the knowledge

of gradient maps of the images, edge information [188] or color constraints [52].
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