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A CHARACTERISTIC PROPERTY OF CERTAIN GENERALIZED POWER SERIES DISTRIBUTIONS

G. P. Patil and V. Seshadri

The Pennsylvania State University, University Park, Pa., U.S.A. and McGill University, Montreal, Quebec, Canada.

SUMMARY. There are some probability distributions which remain invariant in their form under suitable transformations. In this paper, we show that the logarithmic series distribution and the geometric distribution enjoy the property of invariance of form as a characterizing property under a special type of transformation which we introduce below as a modulo sequence. Further, we provide a necessary and sufficient condition for the generalised power series distribution to have this characteristic property.
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1. NOTATION AND TERMINOLOGY.

Definition 1. Let \( I^+ \) be the set of positive integers. A sequence of random variables \( \{X_k\} \) is said to be a modulo sequence of random variables generated by \( X_1 \) if, for every \( k \in I^+ \), the random variable (rv) \( X_k \) has, as its distribution, the conditional probability distribution of \( X_i/k \) given that \( X_i/k \in I^+ \), that is, given that \( X_i/k \) has assumed a positive integral value, that is, given that \( X_i \equiv 0 \mod (k) \). Further, the rv \( X_k \) is said to be the modulo (k) rv generated by the rv \( X_1 \).

Definition 2. Let \( T \) be a subset of the set \( I \) of non-negative integers. Define \( f(\beta) = \sum a(x) \beta^x \) where the summation extends over \( T \) and \( a(x) > 0 \), \( \beta > 0 \) with \( 0 \in \beta \), the parameter space, such that \( f(\beta) \) is finite and differentiable. Then a rv \( X \)
with probability function (p.f.)
\[ \text{Prob} \{ X = x \} = p(x; \theta) = a(x) \theta^x / f(\theta) \quad x \in T \]
is said to have the generalized power series distribution (GPSD) with range \( T \) and the series function (s.f.) \( f(\theta) \).

**Definition 3.** The GPSD with range \( T = \mathbb{N}^+ \) and the s.f. \( f(\theta) = -\log(1-\theta) = 1/\theta(\theta) \) is said to be the logarithmic series distribution (LSD) with parameter \( \theta \), \( 0 < \theta < 1 \).

**Definition 4.** The GPSD with range \( T = \mathbb{N}^+ \) and the s.f. \( f(\theta) = \theta/(1-\theta) = 1/\theta(\theta) \) is said to be the geometric distribution (GD) with parameter \( \theta \), \( 0 < \theta < 1 \).

2. Results.

**Theorem 1.** Let \( \{ X_k \} \) be a modulo sequence of r.v.'s generated by \( X_1 \). If \( X_1 \) has the LSD with parameter \( \theta \), then its modulo (k) r.v. \( X_k \) has the LSD with parameter \( \theta^k \) for every \( k \in \mathbb{N}^+ \).

**Proof.** From definition 1, we have
\[ \text{Prob} \left\{ X_k = x \right\} = \text{Prob} \left\{ X_1 \equiv x \pmod{k} \right\}, \]
which because of definition 3
\[ a(x) \theta^x / x \sum_{x=1}^{\infty} a(x) \theta^x = a(\theta^k) \theta^{kx} / kx. \]
Hence the theorem.

**Theorem 2.** Let \( \{ X_k \} \) be a modulo sequence of r.v.'s generated by \( X_1 \). If \( X_1 \) has the GD with parameter \( \theta \), then its modulo (k) r.v. \( X_k \) has the GD with parameter \( \theta^k \) for every \( k \in \mathbb{N}^+ \).

**Proof.** Follows as for Theorem 1.

**Theorem 3.** Let \( \{ X_k \} \) be a modulo sequence of r.v.'s generated by \( X_1 \) such that \( X_1 \) has a GPSD with parameter \( \theta \) and that the modulo (k) r.v. \( X_k \) has the LSD with parameter \( \theta^k \) for \( k > 1 \). Then \( X_1 \) has the unity–truncated LSD with parameter \( \theta \).

**Proof.** Let the s.f. of the GPSD of \( X_1 \) be
\[ g(\theta) = \sum y a(y) \theta^y \]
where \( y \in T \) with \( T \) as yet unspecified.

Now, by hypothesis, \( \text{Prob} \{ X_k = x \} \)
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\[ a(k^x) \frac{(\theta^k)^x}{x} \quad \text{for } k > 1 \]  \hspace{1cm} (2)

which by definition 1 of the module sequence

\[ = \text{Prob} \left[ X_k^1 = a/ k \in \mathbb{N}^+ \right] \]

\[ = \frac{a(kx)}{\sum_{x=1}^{\infty} a(kx) \theta^x} \quad \text{for } k > 1 \]  \hspace{1cm} (3)

Comparing (2) and (3), we note that, for a fixed \( \theta \),

\( xa(kx) \) is constant for every \( k > 1 \)  \hspace{1cm} (4)

Putting \( k = 2 \) and \( x = 1 \) and \( x = y \) we get from (4),

\( ya(2y) = a(2) \quad \text{for } y \geq 1 \)  \hspace{1cm} (5)

Further, putting \( k = y \) and \( x = 1 \) in (4) gives

\( a(y) = xa(yx) \)

which by putting \( x = w \) in turn gives

\( a(y) = 2a(2y) \quad \text{for } y > 1 \)  \hspace{1cm} (6)

Finally, we get from (5) and (6) that

\( a(y) = \frac{2a(2)}{y} \quad \text{for } y > 1 \)  \hspace{1cm} (7)

From (1) and (7) it follows that \( X_k \) has the unity-truncated LSD with parameter \( \theta \), since a constant multiple of the \( \text{sf} \) of a GPSD does not affect its probability function.

Theorem 4. Let \( (X_k) \) be a modulo sequence of \( rv \)'s generated by \( X_k \) such that \( X_k \) has a GPSD with \( \text{sf} g(\theta) = \sum a(y) \theta^y \) with \( a(1) = 2a(2) \); and further that \( X_k \) has the LSD with parameter \( \theta_k \) for \( k > 1 \). Then \( X_1 \) has the LSD with parameter \( \theta \).

Proof. Following the proof of Theorem 3, we have from (7)

\( a(y) = \frac{2a(2)}{y} \quad \text{for } y > 1. \) Also by hypothesis \( a(1) = 2a(2) \), therefore

\( a(y) = \frac{2a(2)}{y} \quad \text{for } y > 1. \) Hence the Theorem.

Theorem 5. Let \( (X_k) \) be a modulo sequence of \( rv \)'s generated by \( X_k \) such that \( X_k \) has a GPSD with parameter \( \theta \) and that the modulo \( (k) \) \( RV \) \( X_k \) has the GD with parameter \( \theta_k \) for \( k > 1 \). Then \( X_1 \) has the unity-truncated GD with parameter \( \theta \).

Proof. Similar to the proof of Theorem 3.
Theorem 6. Let \( \{X_k\} \) be a modulo sequence of \( rv \)'s generated by \( X_1 \) such that \( X_1 \) has a GPDF with \( g(y) = \frac{a(1)}{a(y)} \) with \( a(1) \) a(2); and further that \( X_k \) has the GD with parameter \( \theta^k \) for \( k > 1 \). Then \( X_1 \) has the GD with parameter \( \theta \).

Proof. Similar to the proof of Theorem 4.

Lastly, let \( f_k(\theta^k) = \sum_{x=1}^{\infty} a(x) (\theta^k)^x \) be a SF in powers of \( \theta^k \) for each \( k \in I^+ \). Let \( \{X_k\} \) be a modulo sequence of \( rv \)'s generated by \( X_1 \). We have then the following.

Theorem 7. A necessary and sufficient condition for the modulo \( \{X_k\} \) to be a GPDF with the SF \( f_k(\theta^k) \) in powers of \( \theta^k \) is that the coefficient \( a(kx) \) decomposes into two suitable factors which separate \( k \) and \( x \).

Proof. To prove the necessity, we have for all \( x \in I^+ \) and

\[
\sum_{x=1}^{\infty} a(kx) \theta^{kx} = \sum_{x=1}^{\infty} a(x) (\theta^k)^x, \quad \text{therefore}
\]

\[
\sum_{x=1}^{\infty} a(kx) \theta^{kx} = f_k(\theta^k), \quad \text{with} \quad b(1) = 1
\]

(8)

\[
a(kx) = b(k) a(x),
\]

(9)

where \( b(k) = \sum_{x=1}^{\infty} a(kx) \theta^{kx} / f_k(\theta^k) \) with \( b(1) = 1 \).

To prove the sufficiency, (8) clearly follows from (9).

Corollary 1. The LSD is characterized by \( b(k) = 1/k \) where \( b(k) \) is defined by (9) for \( k \in I^+ \).

Corollary 2. The GD is characterized by \( b(k) = 1 \) where \( b(k) \) is defined by (9) for \( k \in I^+ \).
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