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Part I:  The Extragalactic Background Light (EBL) 
 
Part II:  The Intergalactic Magnetic Field (IGMF) 

Outline 

3 



Part I:  The Extragalactic Background Light (EBL) 
 
Part II:  The Intergalactic Magnetic Field (IGMF) 

Outline 

4 



Night Sky 
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atmosphere 

Background light from: 

Solar system 
(zodiacal) 

Milky Way 

Extragalactic light 

Hubble Space 
Telescope 

COBE 

Can avoid atmospheric 
background by going outside 
atmosphere.  E.g., Bernstein 
(2002, 2007); Hauser (1998). 

Spacecraft which have left 
the solar system can avoid 
zodiacal background.  Toller 
(1983); Murthy (1999); 
Edelstien (2000);  Matsuoka 
(2011) 

Voyager 1/2 
Pioneer 10/11 

We are 
interested in 
this 
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Galaxy counts:  add up light 
from all the galaxies seen in a 
certain region. 
 
Problem:  faint galaxies, and 
faint regions of brighter 
galaxies. 
 
Results in lower limits. 
 

Summary of EBL observations / limits 
 
1σ / 3σ limits 

Schawinski et al. (2011) ApJ, 743, L37 

Image of faint galaxies with HST  

stars dust 



EBL and the first stars 
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Matsumoto et al. (2005) ApJ, 626, 31 

et al. (2001) from the Subaru Deep Field (SDF) for the J and
K bands and from the Hubble Deep Field (HDF) for others.

The solid line represents the theoretical prediction of EBL
based on observations of galaxies and using the evolutionary
model of Totani & Yoshii (2000), whose predicted spectrum
is normalized to 10 nWm!2 sr!1 at the top of the error bar at the
K band. Based on this model, Totani et al. (2001) claim that
more than 90% of the integrated light of galaxies has already

TABLE 1

Surface Brightness of Residual Isotropic Emission and Its Errors

Error of Starlight
Wavelength

(!m) Residual

Fitting

Error Cutoff Mag. Model

Error of

ZL Model

Systematic

Error

Total

Error

3.98............................. 15.5 1.73 0.47 0.58 3.17 1.37 3.9

3.88............................. 15.3 1.75 0.48 0.61 2.83 1.15 3.6

3.78............................. 13.5 1.74 0.51 0.66 2.57 0.83 3.3

3.68............................. 13.1 2.40 0.66 0.78 2.38 1.22 3.7

3.58............................. 15.5 1.56 0.58 0.73 2.24 0.79 3.0

3.48............................. 14.4 1.67 0.60 0.80 2.17 0.88 3.0

3.38............................. 14.6 1.69 0.67 0.82 2.13 0.77 3.0

3.28............................. 13.6 1.54 0.71 0.90 2.17 0.81 3.0

3.17............................. 16.4 1.19 0.70 0.88 2.25 0.98 2.9

3.07............................. 19.7 0.94 0.93 0.92 2.35 1.06 3.0

2.98............................. 18.6 0.94 0.77 0.92 2.44 1.35 3.2

2.88............................. 19.5 0.88 0.91 0.92 2.67 1.56 3.5

2.54............................. 23.7 0.79 1.07 1.07 3.55 1.31 4.2

2.44............................. 22.7 1.11 1.06 1.23 3.91 1.04 4.5

2.34............................. 24.4 0.92 1.28 1.27 4.28 0.92 4.8

2.24............................. 29.7 1.01 1.38 1.37 4.77 0.71 5.3

2.14............................. 35.4 1.03 1.66 1.46 5.38 0.77 6.0

2.03............................. 39.2 1.12 2.08 1.67 6.28 0.74 7.0

1.93............................. 43.2 1.34 2.32 1.98 7.08 0.89 7.9

1.83............................. 51.0 1.45 2.56 2.04 8.01 0.88 8.8

1.73............................. 58.7 1.74 2.85 2.31 9.38 1.03 10.3

1.63............................. 65.9 2.14 3.24 2.68 10.8 1.54 11.9

1.53............................. 71.3 2.45 3.26 2.80 11.6 2.11 12.8

1.43............................. 70.1 2.48 3.72 2.98 11.8 2.53 13.2

Note.—Errors are in units of nW m!2 sr!1.

Fig. 11.—Breakdown of sky brightness at high ecliptic latitude. From the
top, the spectra of the dark sky ( filled circles, which are same as the vertical bars in
Fig. 4), the zodiacal component (bars), the isotropic emission (open circles), and
the integrated light of faint stars (open diamonds) are indicated.

Fig. 12.—Spectrum of the observed isotropic emission is shown by open
circles, while upper limits from COBE DIRBE data (Hauser et al. 1998) are
shown by arrows. The optical EBL is presented by the open squares (Bernstein
et al. 2002). The EBL obtained from the star-subtracted COBE DIRBE data is
shown by the filled squares (Wright & Reese 2000) and the filled circles
(Cambrésy et al. 2001). The data byWright & Reese (2000) have been modified
to use the Kelsall et al. (1998) IPD model. The filled diamonds represent the
integrated light of galaxies compiled by Madau & Pozzetti (2000) for the H band,
by Fazio et al. (2004) for the 3.6 and 4.5 !mbands, and by Totani et al. (2001) for
other bands. The solid line shows the theoretical model of the EBL by Totani &
Yoshii (2000).

IRTS OBSERVATIONS OF NEAR-INFRARED EBL 37No. 1, 2005

Claimed Detection of 
EBL by Japanese 
IRTS. 
 
 
Originating from the 
first stars in the 
universe?  
 
This conflicts with 
models of galaxy 
formation and 
ionization. 



Why do gamma-ray astronomers care about the IR-UV 
EBL? 
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γ rays 

e+e-  
pair 

EBL 
photon 

EBL photons extinguish 
extragalactic gamma rays. 

γebl + γγ-ray → e- + e+  

Knowledge of the absorption effects 
due to EBL is necessary to infer the 
intrinsic spectra of extragalactic 
gamma-ray sources. 

Gamma rays we see are attenuated by: 
 Fobs = Fint exp[- τγγ(E, z)]. 

γ-ray source 

We want to create a model of the EBL 
to aid in our understanding of the γ-ray 
sources. 



EBL Models 

•  Most recent models close to 
lower limits from galaxy counts 

•  Our EBL model available at:  
http://www.phy.ohiou.edu/~finke/

EBL 

z = 0 
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JF, Razzaque, & Dermer, (2010), ApJ, 712, 238 
Razzaque, Dermer, & JF, (2009), ApJ, 697, 483 
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Cosmic Gamma-ray Horizon 

•  Gamma rays we see are 
attenuated by: 

 Fobs = Fint exp[- τγγ(E)]. 

•  Energy where τγγ = 1 for a 
certain z. 

•  Highest energy photons 
labeled. 

•  Demonstrates TeV 
telescopes can be used to 
probe low-z, while LAT is 
sensitive to high-z. 

•  Universe transparent 
above ~ 10 GeV. 

JF, Razzaque, & Dermer, (2010), ApJ, 712, 238 

transparent 

opaque 
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transparent 

opaque 
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dust  
component 

stellar  
component 

Cosmic Gamma-ray Horizon 



Untangling intrinsic brightness and extinction 

To study the EBL with γ-rays (τγγ), we need to know Fint .  How can we 
determine the intrinsic γ-ray flux? 

Fint Fobs exp(�τγγ) 
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e+e-  
pair 

EBL 
photon 

Untangling Intrinsic Brightness and 
Extinction 

12 
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Energy 

Fl
ux

 

Extrapolated 
LAT spectrum 

Observed VHE 
spectrum exp(-τγγ) 

LAT spectrum 

Combined LAT / ACT Constraints 



Combined LAT / ACT Constraints 
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Results for 1ES 1218+304  

•  Empty symbols:  1 σ upper 
limits 

•  Filled symbols:  3 σ upper 
limits 

•  Stecker et al. (2006) fast evo. 
model ruled out at 4.7 σ	

•  Stecker et al. (2006) baseline 
model ruled out at 2.6 σ 

•  Kneiske et al. (2004) best fit 
model ruled out at 2.9 σ	

•  Other lower models allowed 

1σ and 3σ upper limits and model predictions 

Georganopoulos, JF, & Reyes 
(2010), ApJ, 714, 157 



Blazar modeling and the γ-ray horizon 
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•  Collect SED data sets on large 
sample of TeV blazars. 

•  Includes 2FGL and Hard 
source list data. 

•  Model SED data from radio to LAT 
gamma-rays with synchrotron/
Synchrotron self-Compton model. 

•  EBL γγ absorption is negligible 
at these energies. 

PKS 2005-489 

Blazar Modeling 

15 

Dominguez, et al., (2013), ApJ, 770, 77 



Blazar modeling and the γ-ray horizon 

•  Collect SED data sets on large 
sample of TeV blazars. 

•  Includes 2FGL and Hard 
source list data. 

•  Model SED data from radio to LAT 
gamma-rays with synchrotron/SSC 
model. 

•  EBL γγ absorption is negligible 
at these energies. 

•  Compare model prediction at TeV 
energies with observed TeV points 
to determine EBL absorption. 

•  Fobs = exp(-τγγ) Fmodel 

8 

PKS 2005-489 

e-τ 

Blazar Modeling 

16 

Dominguez, et al., (2013), ApJ, 770, 77 



Blazar Modeling 
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The Astrophysical Journal, 770:77 (15pp), 2013 June 10 Domı́nguez et al.

0. 010 . 11
Redshift

0.1

1

10

C
os

m
ic

γ
-r

ay
ho

riz
on

,E
0

[T
eV

]

This work
Domı́nguez+ 11

1ES0806+524

Mkn501

1ES1101-232

Mkn421

1ES1218+304

PKS2005-489

3C66A

PG1553+113

PKS2155-304

Figure 2. Estimation of the CGRH from every blazar in our sample plotted
with blue circles. The statistical uncertainties are shown with darker blue lines
and the statistical plus 20% of systematic uncertainties are shown with lighter
blue lines. The CGRH calculated from the EBL model described in Domı́nguez
et al. (2011a) is plotted with a red thick line. The shaded regions show the
uncertainties from the EBL modeling, which were derived from observed data.
(A color version of this figure is available in the online journal.)

data of PKS 2005−489 whereas decreasing by 10% the three
highest-energy LAT data. This allows us to estimate an average
systematic uncertainty of 20% in the energy where τ = 1 for
PKS 2005−489. We thus assume that the systematic uncertainty
from the uncertainty in the LAT is 20% for all sources. The
observed CGRH is shown in Figure 2 with blue circles, the
statistical uncertainties are shown with darker blue lines, and
the statistical plus systematic uncertainties (added in quadrature)
with lighter blue. A completely independent estimation of the
CGRH from the EBL model described in D11 is also shown
with its uncertainties, which are thoroughly discussed in D11.
The uncertainties in the EBL modeling are larger in the far-
IR region for the reasons discussed in D11. This leads to the
larger uncertainties in the estimation of the CGRH from the
EBL modeling at the lower redshifts. The reason is that this
is the EBL region that mainly interacts with the higher-energy
VHE photons that lead to determination of the CGRH in that
redshift range.

Our methodology offers more information on the optical
depth than just the CGRH. Therefore, the same procedure
followed to calculate the CGRH is applied to calculate the
energies at which the optical depth is equal to 0.5, 2, and
3 (shown in Figure 3 with blue squares, green triangles, and
magenta diamonds, respectively). The energies for those optical
depths are plotted from the D11 model with their uncertainties
as well (the same colors are used for each modeled optical
depth as for the data). The uncertainties in these estimates
are significantly larger since, in general, they are given by the
extrapolation of the most likely polynomial outside the energy
range of the Cherenkov detections.

5. DISCUSSION

In this work, we present an estimation of the CGRH based
on a multiwavelength compilation of blazars that includes the
most recent Fermi-LAT data. We stress that our estimation of
the CGRH is derived with only a few physically motivated
constraints. These results represent a major improvement with
respect to previous works. These previous works provide only
lower limits for the CGRH such as the EBL-model-dependent
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Figure 3. Energy values at which the optical depth is 0.5 (blue squares), 1
(red circles), 2 (green triangles), and 3 (magenta diamonds) from both blazars
presented in the current analysis and the EBL model described in Domı́nguez
et al. (2011a). The shaded regions show the uncertainties from the EBL modeling
(the same colors are used for each modeled optical depth as for the data), which
were derived from observed data. The different data for a given blazar are
slightly shifted in the x-axis for clarity.
(A color version of this figure is available in the online journal.)

limits estimated by Albert et al. (2008; which are based on
a modified parameterization of the EBL models presented by
Kneiske et al. 2002). Other CGRH limits are presented by Abdo
et al. (2010b) using only Fermi-LAT observations.

The 1FHL (M. Ackermann et al., in preparation) is included
in our analysis. The inclusion of this data set in our multiwave-
length blazar catalog is essential for the right estimation of the
CGRH since these measurements help to resolve the shape of
the inverse Compton peak.

The optical depth is calculated using Equation (1), which de-
scribes the ratio between the intrinsic flux from the synchrotron/
SSC models and the observed flux by IACTs. Then, these data
are fitted to polynomials of third order imposing some con-
straints. We also require an increasing and monotonic behavior
of the polynomials. Polynomials of order lower than three would
not reproduce the expected optical-depth shape while larger or-
der polynomials would introduce unnecessary parameters into
the fits. The constraints are all physically motivated and EBL-
model independent. As we said before, the first condition is that
τ ! 1 at E = 0.03 TeV, which means that the attenuation is
rather weak at those low energies.

The second constraint is that 1 ! τ ! UL(z) at E = 30 TeV,
where UL are the opacities calculated from the EBL upper limit
in the local universe found in Mazin & Raue (2007). The upper
limits of their so-called extreme case are used in our analysis.
This extreme case represents the least constraining assumption
on the blazar spectra since it allows us a wider range of spectral
indices (i.e., this results in a rather conservative hypothesis
for our analysis). For this same reason, we prefer to use as
conservative upper limits the results by Mazin & Raue (2007)
rather than the newer results by Meyer et al. (2012) that are based
on a more constraining spectral condition. The EBL evolution is
expected to affect the optical depth calculated at higher redshifts.
To account for this effect, we evolve conservatively the EBL
upper limits at all wavelengths as (1 + z)5 (in the comoving
frame) when calculating the optical depths from these EBL
limits from Mazin & Raue (2007). We note that this is a robust
limit given the fact that the maximum evolution (which is
dependent on the wavelength) is (1 + z)2.5 in a realistic model

11

Dominguez, et al., (2013), ApJ, 770, 77 

Results:  Good agreement with models 



EBL Constraints with the Fermi LAT 
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0.1 10 

Extrapolated 
LAT spectrum 

Observed 
LAT spectrum 

exp(-τγγ) 



Blazar/GRB z Emax [GeV] Rejection 
significance 

HEP 

Rejection 
significance LRT 

J1147-3812 1.05 73.7 3.2σ 3.7σ	

J1504+1029 1.84 48.9 4.1σ	 4.6σ	

J0808-0751 1.84 46.8 4.5σ	 5.4σ	

J1016+0513 1.71 43.3 3.3σ	 6.0σ	

J0229-3643 2.11 31.9 2.9σ	 3.2σ	

GRB 090902B 1.82 33.4 3.7σ	 3.6σ	

GRB 080916C 4.24 13.2 3.4σ	 3.1σ 

Stecker et al. (2006) “baseline 
model” 

Combining results, Stecker et al. (2006) baseline model rejected at >11σ significance. 
All lower opacity models tested are allowed thus far. 

19 Abdo et al. (2010), ApJ, 723, 1082 

EBL Constraints with the Fermi LAT 

Constraints from blazars and GRBs 



EBL Constraints with the Fermi LAT 

The passage of time changes things:  150 BL Lacs, 3.8 years of data. 
Many more photons at greater than 10 GeV thanks to lower 
background at high energies. 
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Table S1. Joint-likelihood results for different EBL models.

Modela Ref.b Significance of b=0 Rejectionc bd Significance of b=1 Rejectione

Stecker et al. (2006) – fast evolution (23) 4.6 0.10±0.02 17.1
Stecker et al. (2006) – baseline (23) 4.6 0.12±0.03 15.1
Kneiske et al. (2004) – high UV (22) 5.1 0.37±0.08 5.9
Kneiske et al. (2004) – best fit (22) 5.8 0.53±0.12 3.2
Gilmore et al. (2012) – fiducial (27) 5.6 0.67±0.14 1.9
Primack et al. (2005) (56) 5.5 0.77±0.15 1.2
Dominguez et al. (2011) (25) 5.9 1.02±0.23 1.1
Finke et al. (2010) – model C (24) 5.8 0.86±0.23 1.0
Franceschini et al. (2008) (7) 5.9 1.02±0.23 0.9
Gilmore et al. (2012) – fixed (27) 5.8 1.02±0.22 0.7
Kneiske & Dole (2010) (26) 5.7 0.90±0.19 0.6
Gilmore et al. (2009) – fiducial (2) 5.8 0.99±0.22 0.6

aModels tested are implemented in the Fermi Science Tools. As an example the recent model of (49) which is not defined
for E≥250/(1 + z)GeV could not be used, but its predictions are for completeness reported in Figure 1.

bReference number in the ‘References and Notes’ section of the main text.
cSignificance, in units of σ, of the attenuation in the spectra of blazars when a given EBL model is scaled by the factor b. In

this case b=0 (i.e. no EBL absorption) constitutes the null hypothesis.
dThis column lists the maximum likelihood values and 1σ confidence ranges for the opacity scaling factor.
eHere the b=1 case (i.e. EBL absorption as predicted by a given EBL model) constitutes the null hypothesis. This column

shows the compatibility (expressed in units of σ) of the predictions of EBL models with the Fermi observations. Large values
mean less likely to be compatible.

�

Table S1. Joint-likelihood results for different EBL models.

Modela Ref.b Significance of b=0 Rejectionc bd Significance of b=1 Rejectione

Stecker et al. (2006) – fast evolution (23) 4.6 0.10±0.02 17.1
Stecker et al. (2006) – baseline (23) 4.6 0.12±0.03 15.1
Kneiske et al. (2004) – high UV (22) 5.1 0.37±0.08 5.9
Kneiske et al. (2004) – best fit (22) 5.8 0.53±0.12 3.2
Gilmore et al. (2012) – fiducial (27) 5.6 0.67±0.14 1.9
Primack et al. (2005) (56) 5.5 0.77±0.15 1.2
Dominguez et al. (2011) (25) 5.9 1.02±0.23 1.1
Finke et al. (2010) – model C (24) 5.8 0.86±0.23 1.0
Franceschini et al. (2008) (7) 5.9 1.02±0.23 0.9
Gilmore et al. (2012) – fixed (27) 5.8 1.02±0.22 0.7
Kneiske & Dole (2010) (26) 5.7 0.90±0.19 0.6
Gilmore et al. (2009) – fiducial (2) 5.8 0.99±0.22 0.6

aModels tested are implemented in the Fermi Science Tools. As an example the recent model of (49) which is not defined
for E≥250/(1 + z)GeV could not be used, but its predictions are for completeness reported in Figure 1.

bReference number in the ‘References and Notes’ section of the main text.
cSignificance, in units of σ, of the attenuation in the spectra of blazars when a given EBL model is scaled by the factor b. In

this case b=0 (i.e. no EBL absorption) constitutes the null hypothesis.
dThis column lists the maximum likelihood values and 1σ confidence ranges for the opacity scaling factor.
eHere the b=1 case (i.e. EBL absorption as predicted by a given EBL model) constitutes the null hypothesis. This column

shows the compatibility (expressed in units of σ) of the predictions of EBL models with the Fermi observations. Large values
mean less likely to be compatible.

�

Rejected > 5σ	

Allowed	

Ackermann et al. (2012), Science, 338, 1190 



apparent fromFig. 2, it appears difficult to reconcile
the observed feature with an intrinsic character-
istic of the blazars’ spectra.We therefore associate
the spectral feature to the EBL absorption.

At energies≤ 100GeV, gamma rays observed at
Earth and coming from redshift≥ 1 interact mostly
with UV photons of ≥ 5 electron volts. AnUV back-
ground in excess of the light emitted by resolved
galaxies can be produced locally by active galactic
nuclei (AGN) or at higher redshift (z ≈ 7 to 15) by
low-metallicitymassive stars (35). By comparing the
results from the best-fit EBL models, we measured
the UV component of the EBL to have an intensity
of 3(T1) nW m−2 sr−1 at z ≈ 1. A contribution to
the UV background from AGN as large as the one
predicted by (36) (i.e., ≈ 10 nWm−2 sr−1) and used
in the EBLmodel of (22) is thus excluded by our
analysis at high confidence. However, the recent
prediction (37) of theUVbackground from AGN
(≈ 2 nWm−2 sr−1) is in agreement with the Fermi
measurement. Direct measurements of the extra-
galactic UV background are hampered by the
strong dust-scattered Galactic radiation (38). The

agreement between the intensity of the UV back-
ground as measured with Fermi and that due to
galaxies individually resolved by the Hubble
Space Telescope (39) (3 T 1 nW m−2 sr−1 versus
2.9-3.9 nW m−2 sr−1, respectively) shows that the
room for any residual diffuse UVemission is small.
This conclusion is reinforced by the good agree-
ment of the Fermi measurement and the estimate
of the average UV background, at z ≥ 1.7, of 2.2
to 4.0 nW m−2 sr−1 using the proximity effect in
quasar spectra (40).

Zero-metallicity population-III stars or low-
metallicity population-II stars are thought to
be the first stars to form in the universe and
formally marked the end of the dark ages when,
with their UV light, these objects started ion-
izing the intergalactic medium (41). These stars,
whose mass might have exceeded 100 times
the mass of our Sun (M☉), are also believed to
be responsible for creating the first metals and
dispersing them in the intergalactic medium
(42–44). Avery large contribution of population-
III stars to the near-infrared EBL had already been
excluded by (15). Our measurement constrains,
according to (45, 46), the redshift of maximum
formation of low-metallicity stars to be at z ≥ 10
and its peak comoving star-formation rate to be
lower than 0.5M☉Mpc−3 year−1. This upper limit is
already of the same order of the peak star-formation
rate of 0.2 to 0.6 M☉ Mpc−3 year−1 proposed by
(47) and suggests that the peak star-formation rate
might be much lower, as proposed by (48).
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Fig. 2. Absorption feature present in the spectra of
BL Lac objects as a function of increasing redshift
(data points, from top to bottom). The dashed curves
show the attenuation expected for the sample of
sources by averaging, in each redshift and energy bin,
the opacities of the sample [the model of (7) was
used] and multiplying this average by the best-fit
scaling parameter b obtained independently in each
redshift interval. The vertical line shows the critical
energy Ecrit below which ≤ 5%of the source photons
are absorbed by the EBL. The thin solid curve repre-
sents the best-fit model, assuming that all the sources
have an intrinsic exponential cutoff and that blazars
follow the blazar sequence model of (32, 33).

30 NOVEMBER 2012 VOL 338 SCIENCE www.sciencemag.org1192

REPORTS

Ackermann et al. (2012), Science, 338, 1190 

EBL Constraints with the Fermi LAT 

21 

z < 0.2 

0.2 < z < 0.5 

0.5 < z< 1.6 

Absorption by EBL has 
been detected! 
 
There does not seem to be 
any room for Pop 3 stars as 
claimed by Matsumoto et 
al. (2005). 

et al. (2001) from the Subaru Deep Field (SDF) for the J and
K bands and from the Hubble Deep Field (HDF) for others.

The solid line represents the theoretical prediction of EBL
based on observations of galaxies and using the evolutionary
model of Totani & Yoshii (2000), whose predicted spectrum
is normalized to 10 nWm!2 sr!1 at the top of the error bar at the
K band. Based on this model, Totani et al. (2001) claim that
more than 90% of the integrated light of galaxies has already

TABLE 1

Surface Brightness of Residual Isotropic Emission and Its Errors

Error of Starlight
Wavelength

(!m) Residual

Fitting

Error Cutoff Mag. Model

Error of

ZL Model

Systematic

Error

Total

Error

3.98............................. 15.5 1.73 0.47 0.58 3.17 1.37 3.9

3.88............................. 15.3 1.75 0.48 0.61 2.83 1.15 3.6

3.78............................. 13.5 1.74 0.51 0.66 2.57 0.83 3.3

3.68............................. 13.1 2.40 0.66 0.78 2.38 1.22 3.7

3.58............................. 15.5 1.56 0.58 0.73 2.24 0.79 3.0

3.48............................. 14.4 1.67 0.60 0.80 2.17 0.88 3.0

3.38............................. 14.6 1.69 0.67 0.82 2.13 0.77 3.0

3.28............................. 13.6 1.54 0.71 0.90 2.17 0.81 3.0

3.17............................. 16.4 1.19 0.70 0.88 2.25 0.98 2.9

3.07............................. 19.7 0.94 0.93 0.92 2.35 1.06 3.0

2.98............................. 18.6 0.94 0.77 0.92 2.44 1.35 3.2

2.88............................. 19.5 0.88 0.91 0.92 2.67 1.56 3.5

2.54............................. 23.7 0.79 1.07 1.07 3.55 1.31 4.2

2.44............................. 22.7 1.11 1.06 1.23 3.91 1.04 4.5

2.34............................. 24.4 0.92 1.28 1.27 4.28 0.92 4.8

2.24............................. 29.7 1.01 1.38 1.37 4.77 0.71 5.3

2.14............................. 35.4 1.03 1.66 1.46 5.38 0.77 6.0

2.03............................. 39.2 1.12 2.08 1.67 6.28 0.74 7.0

1.93............................. 43.2 1.34 2.32 1.98 7.08 0.89 7.9

1.83............................. 51.0 1.45 2.56 2.04 8.01 0.88 8.8

1.73............................. 58.7 1.74 2.85 2.31 9.38 1.03 10.3

1.63............................. 65.9 2.14 3.24 2.68 10.8 1.54 11.9

1.53............................. 71.3 2.45 3.26 2.80 11.6 2.11 12.8

1.43............................. 70.1 2.48 3.72 2.98 11.8 2.53 13.2

Note.—Errors are in units of nW m!2 sr!1.

Fig. 11.—Breakdown of sky brightness at high ecliptic latitude. From the
top, the spectra of the dark sky ( filled circles, which are same as the vertical bars in
Fig. 4), the zodiacal component (bars), the isotropic emission (open circles), and
the integrated light of faint stars (open diamonds) are indicated.

Fig. 12.—Spectrum of the observed isotropic emission is shown by open
circles, while upper limits from COBE DIRBE data (Hauser et al. 1998) are
shown by arrows. The optical EBL is presented by the open squares (Bernstein
et al. 2002). The EBL obtained from the star-subtracted COBE DIRBE data is
shown by the filled squares (Wright & Reese 2000) and the filled circles
(Cambrésy et al. 2001). The data byWright & Reese (2000) have been modified
to use the Kelsall et al. (1998) IPD model. The filled diamonds represent the
integrated light of galaxies compiled by Madau & Pozzetti (2000) for the H band,
by Fazio et al. (2004) for the 3.6 and 4.5 !mbands, and by Totani et al. (2001) for
other bands. The solid line shows the theoretical model of the EBL by Totani &
Yoshii (2000).
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FSRQs: 
 
Have strong BLR 
 
soft γ-ray spectra 
 
found at high z 
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Blazar sources 

BL Lacs:   
 
weak or no BLR 
 
hard γ-ray spectra 
 
found at low z 
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Figure 3. Examples of the photon spectrum transmitted through the BLR of
various ionizations and optical depths. The incident spectrum (dashed black line)
is taken as a power law of photon index Γ = 2. The total photon column density
corresponds to τT = 10 in all cases. Transmission function exp(−τγ γ (E)) for
different log ξ is shown by different lines: 0.5 (red long-dashed), 1.0 (green
dot-dashed), 1.5 (blue short-dashed), 2.0 (pink dotted), and 2.5 (black solid).
(A color version of this figure is available in the online journal.)

replacing Lline by LBLR and E0 by the mean photon energy of the
BLR:

E = 1
Nph

∫
E0Nph(E0)dE0. (4)

As an illustration we present the results of absorption of
a power-law spectrum by the BLR of different ionizations
in Figure 3 fixing the total BLR photon column density at
Nph = 1.5 × 1025 cm−2, which corresponds to τT = 10. For
the considered τT, the flux drops at most by a factor of 3–4.5
depending on ξ , corresponding to the maximum optical depth
of about 1.1–1.5. Note that the transmitted spectrum in the
range from 30 GeV to 1 TeV has nearly the same slope as the
intrinsic one at larger ξ , because the opacity is nearly constant
in this range. The opacity drops at energies above 1 TeV and
the spectrum recovers. We see that the He ii LyC breaks at
5 GeV are more pronounced at high ionizations log ξ > 1.5,
while the H LyC breaks are seen at any log ξ . This allowed
Poutanen & Stern (2010) to introduce a simpler double-absorber
model for γ -ray opacity, where the BLR spectrum is replaced
by the strongest emission features of H and He ii LyC. For low
ionization, one can even consider only a single absorber due to
the H LyC.

4. RESULTS

4.1. Detection of GeV Breaks

The results of the spectral fits for 3C 454.3, all objects of
Group 2, and the stacked spectra are presented in Table 2, and
some of them are shown in Figures 4 and 5. The best-fit model
for all objects except 3C 454.3 and 4C +21.35 is that of the
BLR emission with lower ionization degree log ξ = 1.5. In this
ionization state, the contribution by He ii absorption is small
and one can see from Table 2 that the double-absorber model
H+He ii LyC does not improve the fits with respect to the single
H LyC absorber. This means that in most spectra there is no
sign of He ii LyC absorption. The exceptions are 3C 454.3 and
4C +21.35 (PKS 1222+21) where the presence of He ii absorp-
tion is detected at the ∼3σ level. The best-fit model for absorber
in these sources is BLR emission with log ξ = 2.5. In the stacked
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Figure 4. Redshift-corrected Fermi/LAT spectra of individual bright blazars and
their best-fit model of the lognormal distribution with absorption by the BLR
(with log ξ = 1.5). The dashed lines show the same lognormal distributions
without absorption.
(A color version of this figure is available in the online journal.)
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Figure 5. Same as Figure 4, but for the stacked rest-frame spectra for the two
samples of blazars from Table 1 for 1740 days of Fermi observations.
(A color version of this figure is available in the online journal.)

spectra of both groups, the situation is similar: the addition of
He ii does not change χ2 significantly.

The typical optical depth, τT, for the best-fit BLR emission
model (mostly with log ξ = 1.5) was measured to between 4
and 20. This corresponds to the maximum optical depth of about
0.4–2.2 (see blue dashed line in Figure 3) and the flux reduction
at ∼100 GeV by a factor of 1.5–9. To estimate the absorption
optical depth that is contributed by H and He ii emission only,
one can consider corresponding optical depths from single- or
double-absorber models (see Table 2, Columns 4 and 6).

Spectra of six of the nine brightest (above 5 GeV) blazars
demonstrate clear absorption breaks dominated by the H LyC
absorption. The significance of these breaks ranges from 2.5σ to
5.5σ . The typical optical depth due to H LyC only is τH ∼ 2–4,
which can be converted directly to the column density of LyC

4
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LAT spectra of FSRQs do 
seem to have absorption 
feature from Lyα. 
 
This existence of this feature 
is subtle and controversial.  
Modeling it hampers using 
FSRQs for studying the 
EBL. 

Stern & Poutanen et al. (2014), ApJ, 794, 8 
(Predicted by Reimer 2007, ApJ, 665, 1023) 



Part I:  The Extragalactic Background Light (EBL) 
 
Part II:  The Intergalactic Magnetic Field (IGMF) 

Outline 
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EBL pair cascade 

No Intergalactic Magnetic Field 

source 
TeV γ-rays 

EBL photon 

e+e- 

CMB photon 

CMB photon 

GeV γ-rays 

Non-zero Intergalactic Magnetic Field 

source 
TeV γ-rays 

EBL 
photon 

e+e- 

CMB photon 

CMB photon 

GeV γ-rays 

GeV γ-rays delayed due to greater distance traveled 

GeV γ-ray 

e+e- 
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Intergalactic Magnetic Field 

e.g., Neronov & Semikov (2009, 
Phys Rev D, 80, 123012) 

Two broad categories for generating IGMF: 
 
 
Astrophysical:  Motion of plasma from outflows from first stars, AGN, 
or galaxies separates electrons and protons, which creates electric and 
magnetic fields.  
  
Result:  IGMF only in galaxy clusters, along filaments, or where matter 
is found.  
 
Cosmological:  Plasma motion in early universe, during phase 
transitions or era of inflation 
 
Results:  IGMF throughout universe, including in voids. 
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Intergalactic Magnetic Field 

A number of authors have used gamma-ray observations to constrain 
the IGMF:  
 
Neronov & Vovk 2010, Science, 328, 72 
Tavecchio et al. (2010, MNRAS, 406, 70 
Essey et al. 2011, Aph, 35, 135 
Dermer et al. (2011), ApJ, 733, L21 
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Rule out low B fields 

28 

Georganopoulos, JF, & Reyes 
(2010), ApJ, 714, 157 

cascade	
exp(τγγ)	

 
•  If B-field is low, cascade will 

be large. 

•  Cascade can’t be above 
observed LAT flux 



Rule out High B fields 
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Georganopoulos, JF, & Reyes 
(2010), ApJ, 714, 157 

 
•  If B-field is high, cascade 

will be small. 

•  If deabsorbed TeV points 
are above extrapolated LAT 
spectrum, the model is ruled 
out unless the cascade is 
significant fraction of the 
LAT flux. 

exp(τγγ)	

cascade	
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Fig. 4.— The values of parameter space of B and LB ruled out for the combined conser-
vative results of Section 4.1 for all of our objects. The contours represent the significance a

particular region of parameter space is ruled out, in number of sigma, as indicated by the
bar. These constraints assume the Finke et al. (2010) EBL model and θj = 0.1 rad.

Cascade Calculation 
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•  Combined results for 5 
sources 

•  Conservative results:  
assumes sources 
have been creating 
TeV γ-rays for 3 years 

•  Use Finke et al. (2010) 
EBL model 

•  Low B ruled out at 
7.1σ	

•  High B not ruled out	

JF et al. (2015), ApJ, 814, 20 
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IGMF filling factor > 60% (Dolag et al. 2011) 
 
 
 
 
Cosmological models for IGMF generation favored over astrophysical 
models 
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Figure 2. E > 1 GeV band images of the sky region around TeV blazars with
jets inclined at θobs = 0◦, θobs = 3◦, θobs = 6◦, and θobs = 9◦ (left to right).
The jet opening angle is Θjet = 3◦ and the EGMF strength is B = 10−16 G.
The spacing of the coordinate grid is 2◦; the color scale is logarithmic in surface
brightness: yellow corresponds to the maximal surface brightness and black
corresponds to the surface brightness less than 10−3 of the maximal value.
(A color version of this figure is available in the online journal.)

10.10.010.001

Figure 3. E > 1 GeV band images of the sky region around TeV blazars with
Θjet = θobs = 3◦ for different values of the EGMF strength. From left to right:
10−17 G, 10−16 G, 10−15 G, 10−14 G.
(A color version of this figure is available in the online journal.)

For magnetic fields stronger than B ∼ 10−15 G, the size of
the extended source reaches ten(s) of degrees. In this case, the
extended source could significantly contribute to the diffuse
γ -ray background.

Cascade emission coming from regions with angular dis-
tance θ ! 1◦ to the primary source is delayed by Tdelay ∼
105–107 yr compared to the direct emission from the source.
This means that “echoes” from periods of enhanced activity of
the source (e.g., an enhanced accretion rate following major
merger episodes), which happened all along the lifetime of an
AGN some time T ago, could enhance the flux at the distance
θ ≃ 1.◦7[T/106 yr][(θobs + Θjet)/5◦] from the source.

Figure 4 shows a time sequence of E > 1 GeV band images
of the sky region around a TeV source at different times after a
short episode of TeV γ -ray emission. One can clearly see that
the emission at large angular distances is delayed by up to 107 yr.

10.10.010.001

Figure 4. E > 1 GeV band images of the sky region around a TeV blazar
with Θjet = θobs = 3◦ at different times following instantaneous injection
of 1 TeV γ -rays at the source. From left to right: images in time intervals
0 < Tdelay < 105 yr, 105 yr <Tdelay < 106 yr, 106 yr <Tdelay < 3 × 106 yr,
and 3 × 106 yr < Tdelay < 107 yr after the outburst. B = 10−16 G.
(A color version of this figure is available in the online journal.)

The flux coming from the region at an angular distance θ from
the point source is proportional to the source flux averaged over
the period Tdelay. Therefore, it is possible that GeV γ -rays are
detectable today from an AGN which was active some 107 yr
ago, but at present it is no longer active. In this case, a GeV
source would be classified as “unidentified”: the parent AGN
(1) could not be identified as an AGN in the optical, X-ray, and
TeV γ -ray bands or (2) the GeV source is displaced from the
position of the parent AGN. The characteristic feature of such
an unidentified “AGN remnant” is the absence of counterparts
at lower energies: If the GeV γ -rays are produced by e+e− pairs
deposited in the intergalactic medium by primary TeV γ -rays,
the only energy loss mechanism for the pairs is IC scattering on
CMB photons.

4. DISCUSSION

The presence of extended jet-like emission at degree scales
should be a generic feature of GeV band images of TeV blazars.
The total flux of the jet-like extended source is proportional
to the source luminosity in the TeV energy band. Taking into
account the fact that TeV blazars have hard γ -ray spectra, the
primary source luminosity in the TeV band could be much larger
than its GeV luminosity, so that the overall extended source
luminosity could be higher than the primary source luminosity
in the GeV band. This means that the best candidates for the
search of extended emission are TeV blazars with hard intrinsic
spectra.

This does not automatically mean that the extended emission
should be readily detectable in Fermi images of TeV blazars.
In spite of the larger luminosity, the extended source flux might
be suppressed if the EGMF is strong enough to randomize the
trajectories of e+e− pairs before they lose their energy to the
GeV band via IC emission. The maximal possible suppression
of the extended source flux is by a factor of Θ−2

jet ∼ 100.
Another potential problem for the detection of jet-like ex-

tended emission next to TeV blazars is that the extended source
has to be identified on top of the diffuse γ -ray background. The
minimal detectable flux for extended sources increases roughly
as θ1/2, where θ is the angular length of the jet-like extended

The future:  resolved halos? 
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Neronov et al. (2010), ApJ, 719, L130 

source 
TeV γ-rays 
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photon 
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The future:  CTA 
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2 sites:  
northern: (Canary Islands, 19 telescopes of 0.4 km2)  
southern (Chile, 100 telescopes over 4 km2) 
Construction finished ~ 2024 



Summary 
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EBL: 
•  Most recent EBL models give results close to EBL lower limits from galaxy 

counts. 

•  High opacity models (Stecker et al. 2006 models) ruled out at high redshifts 
from the UV EBL (high mass stars) by the Fermi-LAT (Abdo et al. 2010) 
and ) at lower redshifts from mid-IR are with the LAT + VERITAS spectrum 
of 1ES 1218+304 (Georganopoulos et al. 2010). 
 

•  SED modeling gives results consistent with most EBL models that predict 
low opacity (Dominguez et al. 2013) 

IGMF: 
•  Robust constraint of IGMF to B > 10-19 G. 

•  Cosmological models for IGMF generation favored over astrophysical 
models 
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