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some recommendations that may help 
mitigate overtrust concerns.

Overtrust of Robots 
During Emergencies
For some time now, scholars have envi-
sioned how to use robots for search and 
rescue operations, emergency situation 
awareness, and disease outbreaks.10 
Two of the authors of this column 
studied how humans react to robots 
during emergency evacuations.9 Spe-
cifically, we evaluated whether partici-
pants would follow a robot’s directions 
during a simulated but realistic fire 
emergency; the participants were in-
formed that a robot would guide them 
to a meeting room where they would 
receive further instructions. Under dif-
ferent experimental conditions, the ro-
bot made increasingly transparent mis-
takes while guiding the participants. 
After reaching the meeting room, par-
ticipants were asked to enter, close the 
door, and complete a written survey. 
Unbeknownst to the participants, the 
hallway leading up to the room was 
filled with smoke setting off fire alarms 
and simulating an emergency. 

A
S ROBOTS COMPLEMENT or 
replace human efforts 
with more regularity, peo-
ple may assume that the 
technology can be trusted 

to perform its function effectively and 
safely. Yet designers, users, and oth-
ers must evaluate this assumption 
in a systematic and ongoing man-
ner. Overtrust of robots describes a 
situation in which a person misun-
derstands the risk associated with 
an action because the person either 
underestimates the loss associated 
with a trust violation; underestimates 
the chance the robot will make such a 
mistake; or both. 

We deliberately use the term “trust” 
to convey the notion that when interact-
ing with robots, people tend to exhibit 
similar behaviors and attitudes found 
in scenarios involving human-human 
interactions. Placing one’s trust in an 
“intelligent” technology is a growing 
phenomenon. In a sense, it is a more 
extreme version of automation bias, 
which is a tendency of people to defer 
to automated technology when pre-
sented with conflicting information.6 

Early research on this issue focused 
primarily on autopilots and factory au-
tomation.7 But with advances in AI and 
the associated potential for significant-
ly more sophisticated robots, humans 
may increasingly defer to robots. For 
example, an overarching ethical con-
cern that we have sought to explore in 
our research is the prospect that chil-
dren, their parents, and other caregiv-
ers might overtrust healthcare robots.2 
In this column, we highlight two other 
near-term examples where overtrust 
of robots may become problematic: in 
emergency situations and in the opera-
tion of self-driving cars. We close with 
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even though this behavior jeopardizes 
their safety. 

People might assume a robot has 
knowledge it does not possess, viewing 
a robot’s actions, at times mistakenly, 
as a direct reflection of the intentions 
of the developer, when in fact the ro-
bot may be malfunctioning or users 
may be misinterpreting its abilities. 
Even when presented with evidence 
of a system’s bad behavior or failure, 
such as in the example of the robot 
guide described earlier, users may still 
defer to it. If this holds true for autono-
mous driving systems, drivers may un-
derestimate the likelihood of a crash. 
Perhaps more importantly, the driver 
may mischaracterize warnings of an 
autonomous driving accident. At least 
one accident involving an autonomous 
driving system was an all-or-nothing 
event, in which the autopilot failed to 
recognize another vehicle and hit it at 
full speed; the accident resulted in the 
death of the driver.3 

Proponents of self-driving cars sug-
gest the accident rate will be substan-
tially lower if human-driven cars are re-
placed. What remains to be seen is the 

Participants, upon exiting the 
room, encountered the robot before 
they could reach a known exit. The 
robot, in the different experimental 
conditions, was programmed to di-
rect them in an alternate direction 
from which they originally came and 
in conflict with a standard emergency 
evacuation sign. 95% of the partici-
pants either followed the robot’s guid-
ance or stood by the robot during the 
emergency. Some participants even 
followed the robot’s guidance after 
being told during the initial guidance 
to the meeting room, “I apologize. The 
robot is broken again. Please proceed 
to the room by going down the hallway 
and taking a left” by one of the study 
personnel. After the study, most par-
ticipants stated they followed the ro-
bot because they felt the robot knew 
more than they did, or that it would 
not or could not be programmed to 
lead people astray. 

Booth and colleagues have exam-
ined how overtrust of robots can com-
promise physical security.1 Their sce-
nario involved a robot presenting itself 
at the locked door of a dormitory and 

asking unsuspecting individuals or 
groups for assistance in entering the 
building. The robot was allowed entry 
about 70% of the time by groups; when 
the robot was carrying food, individu-
als granted it access about 80% of the 
time. Fifteen participants suspected 
the robot could be a potential bomb 
threat; yet 13 of the 15 still provided en-
try to the robot anyway. 

Overtrust of Automated 
Driving Systems
As various versions of autonomous 
driving systems are being evaluated for 
near-term deployment, companies like 
Tesla have created an “autopilot” mode 
for some models of its cars. Tesla warns 
users to remain attentive and vigilant 
while the “autopilot” is in control of a 
vehicle’s operation.8 Yet this may place 
drivers in a difficult psychological 
situation, as their minds might natu-
rally wander and their attentiveness 
diminish. Videos depicting people sit-
ting in the back seat of their cars while 
an automated system steers the car at 
highway speeds abound: these drivers 
appear to trust the system implicitly, 

Pepper, a human-like robot developed by Softbank Robotics, is designed to recognize basic human emotions and adapt its behavior accordingly.
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could confront the problem of over-
trust, resulting in robots that are more 
transparent—allowing people to more 
fully understand and learn how the 
technology will behave. Mental model-
ing research may also provide insight 
into techniques that facilitate better 
communication between robots and 
humans, and thereby allow each party 
to more accurately calibrate the risks 
associated with the interaction. For ex-
ample, an alert could inform human 
drivers of autonomous vehicles that 
there is increased uncertainty emerg-
ing from an upcoming traffic condi-
tion, such as a left-hand turn, and sug-
gest they deactivate the autopilot mode. 
It is a type of design pathway that some 
car companies are already exploring.5 	
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qualitative nature of those accidents. 
Imagine a scenario in which an autono-
mous car fails to perceive obstacles in its 
path due to a sensor failure. Such a fail-
ure might cause the system to run into, 
over, and through items until the accu-
mulated damage to the system is so great 
the car can no longer move. Consider the 
magnitude of harm if the case involved 
an autonomous commercial truck driv-
ing into and through a shopping mall. 

Overtrust influences people to toler-
ate risks they would not normally accept 
and may exacerbate problematic behav-
ior such as inattentiveness while driv-
ing. The availability of an autopilot may 
incline people to eat, drink, or watch a 
movie while sitting behind the wheel, 
even if the system is incapable of deal-
ing with an emergency should one arise. 
Parents may send their kids without su-
pervision for a ride to a grandparent’s 
house. These may be reasonable actions 
if the chances of a driving accident are 
extremely low. But that is unlikely to be 
a safe assumption at the present time. 

Recommendations for 
Mitigating Overtrust 
As the adoption of robotic technolo-
gies increases, methods for mitigating 
overtrust will require a multifaceted ap-
proach beginning with the design pro-
cess. Since users might not utilize the 
technology in the ways designers intend, 
a recommendation to consider, at least 
in some cases, is to avoid features that 
may nudge users toward anthropomor-
phizing robots. Anthropomorphization 
can induce a false sense of familiarity 
in users, resulting in the expectation of 
human-like responses when in fact the 
associated risk may be much higher. 

Mitigating overtrust may require 
the robot to have the ability to model 
the behavioral, emotive, and/or atten-
tional state of the person with whom 
it interacts. For certain types of robots, 
potentially including some brands of 
self-driving cars, the system may need 
the ability to recognize if the user is 
paying attention or is distracted. Ro-
bots entrusted with the safety of hu-
man lives may also need to be able to 
detect certain characteristics about 
those lives. This can include whether 
the user is a child, or whether the user 
has any physical or mental impairment 
that may increase the risk in the cur-
rent situation. For example, if a young 

child is left alone in a self-driving car, 
the system might need to be diligent 
and proactive about preventing certain 
kinds of harms, such as by monitoring 
the temperature of the interior cabin 
or warning an adult if the child is left 
alone for too long.

Future systems and contemporary 
research have begun to focus on robots 
that recognize and react to human be-
havioral, emotive, and attentional states. 
Softbank Robotics, for example, claims 
that its Pepper robot can recognize emo-
tions and facial expressions and use this 
information to determine the mood of 
the person with whom it is interacting.11 
Presumably the same or a similar kind 
of approach could be applied to high 
risk situations. Future robots might, 
and perhaps should, be able to gener-
ate information about the person’s 
attentive state and make behavioral 
predictions. While such predictions 
can of course be mistaken, this kind 
of information could be used to detect 
and, ideally, help prevent overtrust.

Transparency about how robots 
function is also critical for preventing 
overtrust. In order for people to be in-
formed users, they need the opportu-
nity to become familiar with the ways 
in which a robot may fail. DARPA and 
other entities have made significant in-
vestments in research projects (such as 
Explainable AI) that focus on creating 
systems that can explain their behavior 
to people in an understandable way.4 
Applied to autonomous vehicles, for 
example, the system would be able to 
warn users of driving situations that it 
may not be able to handle or has little 
experience handling. 

Overall, we believe that significant 
research in many areas, including on 
mental modeling and theory of mind, 

Overtrust influences 
people to tolerate 
risks they would 
not normally accept 
and may exacerbate 
problematic material.


