eMagRes

MRI | NME

Intrinsically Disordered Proteins: Methods for Structure and
Dynamics Studies

Scott A. Showalter

The Pennsylvania State University, State College, PA, USA

Intrinsically disordered proteins (IDPs) partially or completely lack a cooperatively folded structure under native conditions, preventing
their equilibrium state from being adequately described by a single structural model. Reaching the goal of quantitatively describing IDP
structure~function relationships has required the development of novel experiments aiming to characterize their structure and dynamics. This
article will cover the state of the art in defining IDP structures, with particular emphasis on the role NMR has to play in resolving this grand
challenge. In addition, the article will close with a survey of contemporary computational approaches to utilizing NMR structural constraints for
IDP model generation. As a case study aiming to motivate the points made, examples will be provided from our investigation of the intrinsically
disordered C-terminal region of FCP1 and its interaction with the cooperatively folded winged-helix domain from Rap74.

Keywords: NMR resonance assignment, residual dipolar couplings, paramagnetic relaxation enhancement, spin relaxation, carbon
detection, ensemble model, structure determination, molecular dynamics, IDP, FCP1

How to cite this article:
eMagRes, 2014, Vol 3: 181-190. DOI 10.1002/9780470034590.emrstm 1360

Introduction

Intrinsically disordered proteins (IDPs) partially or completely
lack a cooperatively folded structure under native condi-
tions, preventing their equilibrium state from being adequately
described by a single structural model. At least superficially,
these proteins challenge traditionally narrow formulations
of the structure—function paradigm: IDPs lack spatially and
temporally stable structure and yet retain significant biolog-
ical functions. Our view is that, like cooperatively folding
domains, IDPs do possess native structure that is respon-
sible for imparting their specific functions; understanding
the structure—function relationships of IDPs simply requires
broadening our traditionally narrow concept of the biologi-
cally functional native state. Reaching the goal of quantitatively
describing IDP structure—function relationships has required
the development of novel experiments aiming to character-
ize their structure and dynamics, because the nature of IDP
structure is different from the nature of the classical targets for
structural biology. This article will cover the state of the art in
defining IDP structures, with particular emphasis on the role
NMR has to play in resolving this grand challenge. Unsurpris-
ingly, the nature of the conformational space adopted by IDPs is
hotly debated. Resolving this debate requires the development
of quantitative and comprehensive tools for generating IDP
ensembles and for validating their biological relevance. Thus,
the article will close with a survey of contemporary computa-
tional approaches to utilizing NMR structural constraints for
IDP model generation. As a case study aiming to motivate the
points made, examples will be provided from our investigation

of the intrinsically disordered C-terminal region of FCP1 and its
interaction with the cooperatively folded winged-helix domain
from Rap74.

IDPs are Structurally and Functionally Distinct from
Cooperatively Folding Proteins

It is now generally accepted that disordered 3-D structure is as
well suited to biological function as orderly (i.e., cooperatively
folded) structure, but this was not always so. Over the course of
the 1990s, numerous examples of biologically functional IDPs
began to emerge, although their study was far from systematic.
In 1999, Wright and Dyson' recognized the prevalence of
intrinsically unstructured proteins (as they were named at the
time) and argued the perspective that protein function derives
from native structure, regardless of whether or not folding
occurs. Thus, it has been established that even in the absence
of spatial and temporal order, native structure must always be
considered significant.

Early computational studies of intrinsic disorder revealed the
chemical properties inherent to disordered sequences that have
rendered these proteins especially challenging to character-
ize biophysically and structurally. Long ‘medium complexity’
sequence segments frequently occur in proteins, possessing
compositional properties that are distinct from those of known
globular proteins.? Bioinformatic studies have clarified that the
‘medium complexity’ sequences we now recognize as IDPs are
relatively enriched in polar residues and proline and depleted in
hydrophobic residues.® As a result, IDPs lack the hydrophobic
core that is necessary to drive protein folding. Although some
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Figure 1. Coverage of protein sequences in the form of deposited structures in the protein data bank is poor for sequences with lower complexity.
The parameter K1 measures the information content inherent to the given protein’s amino acid sequence, as defined by Wooton. IDPs tend to have
complexities of 0.5 or less, whereas the peak near 0.7 is composed largely of enzymes and other cooperatively folding proteins

recent progress has been made, regions of low-to-medium
sequence complexity remain systematically underrepresented
in structure databases [e.g., the protein data bank (PDB)],
as demonstrated in Figure 1. While we now understand that
regions of dynamic structure in proteins are common, we still
have only rudimentary knowledge of the structures adopted in
the natively disordered state.

One might fairly question why the structural features of the
natively disordered state are worth attempting to quantify, but
there are two compelling reasons for doing so. First, while our
ability to infer structural features of ordered protein domains
from their sequences is improving, significant progress is still
needed before de novo structure prediction from sequence
alone will become general and robust. Perhaps detailed investi-
gation of intrinsically disordered structure, and an appreciation
for the sequence-encoded characteristics giving rise to it, will
also advance the field of protein folding. Second, intrinsic
disorder is vital for fundamental cellular functions, including
transcription, translation, and cellular signal transduction.* In
performing these functions, IDPs nearly always form complexes
with other macromolecules, necessitating the determination
not only of their unbound-state structures, but also of the
conformations they adopt in complexes.

Many recent studies have investigated the remarkable
disorder-to-order transition that couples IDP folding to ligand
binding.> Importantly, while IDPs are generally depleted in
hydrophobic residues, those which are present dispropor-
tionately participate in forming protein—protein interfaces
upon complex formation.® Thus, molecular recognition
fragments (or MoRF sequences) in disordered proteins are
readily identified and represent a fertile sequence space for
productive enumeration of structure—function relationships.”
Most IDPs are found to adopt one or more temporally
stable and highly populated structures in complex with
binding partners, suggesting that conformational adaptation
or selection may be a critical aspect of IDP function, in
analogy to the observed importance of dynamic structural
rearrangements for enzymology. As such, there is significant
interest in documenting the binding mechanism for IDPs
and addressing whether they fold before, during, or after
the formation of an initial complex with their binding
partners.

Characterizing IDP Structure

How to best describe the conformational features of the
unfolded state, whether intrinsic to the polypeptide’s sequence
or induced by denaturants, remains an open question. Current
methods for protein structure determination and models for
interaction mechanisms are primarily formulated under the
assumption of a temporally stable and folded protein state.
Motivated by the biological significance of the natively disor-
dered state, rapid progress is being made toward developing
methods for determining IDP structural ensembles. While it
is self-evident that crystallographic methods are unlikely to
yield biologically relevant structures of IDPs (at least in their
unbound state), small angle X-ray scattering (SAXS) has been
established as a powerful tool to describe the macroscopic
features of IDP structure ensembles and, in some cases, even
to define local structure.® Although recent advances in SAXS
applications to IDPs are exciting in their own right, their dis-
cussion lies outside the scope of this article. Finally, although it
will not be discussed here because of space constraints, solid-
state NMR spectroscopy of vitrified IDP samples may play a
vital role in our field, because it can readily yield constraints on
the backbone ¢ and v torsion angles.’

Solution NMR spectroscopy is a uniquely powerful tool for
studying the dynamic structural ensembles of IDPs.!®!! Two
remarkable structural models of the intrinsically disordered
segments in p53 and Sic-1 have recently been solved, based
primarily on solution NMR constraints.'>!> Despite the enor-
mous potential seen in these examples, general study of IDPs
by NMR has been limited by the extremely poor H-amide
chemical shift dispersion typically observed in their spectra
and the traditional reliance on this nucleus for detection in
biomolecular NMR experiments. Where special cases with
good spectral quality have been found, as illustrated by the p53
and Sic-1 examples cited in the preceding text, progress has
been made. However, given the biological imperative to better
understand IDP structure—function relationships, more sys-
tematically successful methods for NMR applications to IDPs
are needed. Recently, *C direct-detected NMR spectroscopy
has emerged as the tool of choice for achieving more systematic
success when screening IDP systems for high spectral quality.
Owing to a recent burst of effort across multiple laboratories,
all of the NMR methods discussed in this article have been
implemented in both 'H-detected and 13C-detected formats,
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leaving the spectroscopist at liberty to choose whichever
approach appears to be the most efficient for a given system of
interest.

NMR Spectroscopy of IDPs

Solution NMR spectroscopy has great potential both to quali-
tatively define IDP conformational ensembles and to go even
further: to determine their site-specific interactions with other
proteins or nucleic acids. Owing to the lack of a tightly packed
hydrophobic core, IDP structures appear to be determined
mainly by torsional and other constraints on their polypeptide
backbones. Among the sparse structure constraints available
from disordered ensembles, the chemical shift and residual
dipolar couplings (RDCs) have proven to be the most generally
valuable, as has the measurement of paramagnetic relaxation
enhancement from extrinsic paramagnetic probes.!* In addi-
tion, the measurement of backbone dynamics by NMR spin
relaxation is emerging as an integral component of IDP ensem-
ble generation and refinement, owing to the more dynamic
nature of the disordered state. Application of each of these
techniques for the constraint of IDP ensemble models will
be discussed in this section, but first methods for generating
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a well-resolved 2-D correlation spectrum, onto which the
observations can be encoded, must be established.

The Advantages of 3C-Detected NMR Methods

Two-dimensional heteronuclear correlation experiments have
become a mainstay of biomolecular NMR spectroscopy because
they generally provide good peak dispersion and are easily
recorded in phase-sensitive, absorption-mode formats. In par-
ticular, the 'H,'">N-heteronuclear single quantum coherence
(HSQC) has become a workhorse experiment for protein NMR,
because it provides nominally one-to-one mapping between
resonances and residues (the absence of proline being the
major exception) and can be rapidly acquired with inexpensive
samples. Furthermore, the 'H,!>N-HSQC serves readily as a
component for building multidimensional experiments that
yield chemical shifts and structure constraints, and as a detec-
tion platform for the measurement of spin relaxation, scalar
couplings, or dipolar couplings. For most small and coopera-
tively folding proteins, the 'H,">N-HSQC features an extremely
well-dispersed set of resonances, as shown for human ubig-
uitin in Figure 2(a). In contrast, nearly all IDPs yield poorly
dispersed spectra, particularly in the 'HN dimension, charac-
terized by extreme spectral crowding, as demonstrated for the
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Figure 2. 2-D-heteronuclear correlation spectra provide the foundation for all biomolecular NMR studies, but traditional ' H-detected methods do not
work as well for IDPs as newer '*C-detected methods. (a) The 'H,'>’N-HSQC of the cooperatively folded ubiquitin shows excellent peak dispersion,
whereas (b) 'H,">N-HSQC of the intrinsically disordered FCP1 C-terminal tail does not. (c) The '*N,'*C-CON of ubiquitin and (d) the '*N,'3C-CON of

FCP1 both show excellent peak dispersion
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C-terminal domain of human FCP1 in Figure 2(b). While some
IDPs yielding well-dispersed 'H,">N-HSQC spectra have been
found, to truly advance our understanding of IDP function
requires that a new platform which is generally likely to yield
high-quality spectra be identified.

The principal advantage to choosing the 'H,">’N-HSQC as
a preferred detection platform for protein NMR is that it pro-
vides a simple spectrum with one 2-D-resonance per amino
acid residue, except for proline. Similar mapping is achiev-
able using, e.g., the 1*C'~!>N or *C'-!*Ca as a reporting
pair, but choosing either of these pairs comes with conse-
quences, most notably the fact that 'H is a far more sensitive
detection nucleus than '*C. Recent advances in cryogenic
probe technology, particularly the incorporation of cryogeni-
cally cooled carbon coils, have resulted in the reemergence of
13C direct-detection spectroscopy as a tool for studying pro-
teins in solution.'> Carbon-13 detection has been incorporated
into multiple 2-D-spectral formats and we have found the
N, *C-CON spectrum, correlating the '3C-carbonyl with the
>N-amide of each peptide plane, to be an especially effec-
tive choice for studying IDPs.'®~!° This is illustrated through
comparison of the ubiquitin °N,'*C-CON (Figure 2(c)) and
the FCP1 1>N,!*C-CON (Figure 2(d)), and the contrast with
the respective 'H,'>N-HSQC spectra of proteins in the same
figure.l” In addition to providing significantly enhanced chem-
ical shift dispersion for FCP1, as compared to the ' H-detected
format, the N,"*C-CON spectrum yields sharper line widths
(at a given magnetic field strength), further enhancing the
practical resolution of the experiment. Perhaps even more
significantly for IDPs, which tend to be enriched in proline
compared to cooperatively folding proteins, the °N,*C-CON
spectrum contains a resonance for each peptide bond involving
a proline N (easily identified by the downfield shift in the
N dimension) contrasting with the 'H,'’>N-HSQC, which
does not.

Although current technology does limit the application of
13C-detected spectroscopy to spectrometers equipped with
cryogenic probes, excellent spectral quality is typically achiev-
able on spectrometers operating at 11.7 or 14.1 T magnetic
field strength, thus putting the technique within reach for
a large number of NMR facilities. Of additional practical
importance, acquisition of 2-D and 3-D spectra with *C-
detection often requires twice the number of spectrometer
hours as a 'H-detected experiment acquired on the same
instrument, but nonuniform sampling techniques and recent
pulse program improvements offer attractive solutions to this
limitation. New NMR techniques often require new practi-
tioners to have sophistication with pulse programming, but
example pulse programs for all measurements discussed in this
article have been published in 1*C-detected formats and most
pulse sequences are available in the standard libraries offered
by the spectrometer manufacturer.

Structural Observables

Cooperatively folded protein domains typically yield large
numbers of long-range NOEs that are used as the princi-
pal constraints in the determination of their structures; in
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contrast, IDPs typically yield very few nonlocal NOEs with
which their structures can be defined. As a result, deviations
from random-coil chemical shift and alternative geometric
constraints, such as RDC measurements, have become critical
data points from which IDP conformational ensembles are
constrained.

Chemical Shift. The structural information encoded in the
chemical shift itself has emerged as a key indicator of IDP
ensemble properties.’® The chemical shift is fundamentally
determined by the local geometry and chemical environment of
the nuclear spin. IDPs tend to be depleted in long-range tertiary
contacts and so local structural constraints on the backbone
are potent for defining the ensemble. It has been argued that
inaccuracies can arise in ensembles constrained by population-
weighted measures, such as the chemical shift. However, the
length scale constrained by the chemical shift is likely to be
well within the thermal blob length of the chain, where lower
amplitude and more local conformational fluctuations should
dominate, causing inaccuracies induced by the mean polymeric
behavior of the chain as a whole to be minimal.?!

Given that chemical shift can be used to constrain struc-
ture, it is important to develop best practices for inclusion
of chemical shift in model building and for representing the
data graphically, such that they may better assist investiga-
tors in understanding the properties of IDPs. The isotropic
chemical shift of many backbone nuclei has been shown to
depend explicitly on the presence of secondary structure (e.g.,
a-helix, PPII-helix, and B-strand), which causes deviation of
the measured chemical shift from the expectation value for
a random-coil reference state (also known as the secondary
shift). Importantly, secondary-shift information from a single
nucleus can be misleading, particularly where the population
of secondary structure in the ensemble is small. In addition,
the problem of identifying the ‘correct’ set of random-coil
reference chemical shifts for IDPs has not been resolved to
the complete satisfaction of the community. For these reasons,
consensus measurements derived from multiple chemical shifts
are highly recommended for IDP applications.

If regions of strong secondary chemical shift are identified
in an IDP, it is clear that they will be a valuable source for
structural constraints. In all cases, back-calculation of chem-
ical shifts from models for assessment purposes is desirable.
Such calculations require numerical evaluation of chemical
shifts from structures, because the correlation between pro-
tein structure and chemical shift is not obvious, especially for
IDPs. Whether for assessment purposes or for the genera-
tion of refinement inputs, computational methods designed to
convert chemical shifts into secondary-structure propensities
(SSP) are required. For assessment purposes, we find the SSP
method to be particularly effective. SSP explicitly accounts for
the differential sensitivity of the individual amino acid types to
secondary structure and provides output in the form of a con-
tinuum measurement.?? For the generation of heuristic inputs
used in the preliminary stages of model building, we favor the
62D method, which translates chemical shift lists into prob-
abilities that each residue in the chain will sample secondary
structure.?® Both of these methods also offer the advantage of
presenting the output data in an intuitive graphical format.
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Figure 3. NMR parameters used to constrain the structure of FCP1. (a) Backbone chemical shift is represented as the difference between secondary shifts
of C* and C#, which will be >2.0 ppm for a-helix and <—2.0 ppm for B-strand. (b) NH-RDC values measured in compressed polyacrylamide gels, which
will be small and negative for coil conformations and both positive and larger in absolute magnitude for a-helix. (c) ’N-T, relaxation times, which tend
to be shorter for regions of high contact density. The bar above the figure indicates the region of FCP1 that becomes a stable o-helix in complex with Rap74

Finally, structure ensembles for IDPs are often difficult to
parse, making presentation of the raw secondary chemical shift
data valuable for developing the investigator’s intuition for
the nature of a given IDP’s structure. We find the most effec-
tive visual representation of secondary chemical shift results
to be plotting A6C*—AGCP (where A implies the devia-
tion of the measured shift from its random-coil value, e.g.,
A0C; = 0C; easured — 9C; o). In general, methods featuring
subtraction of a pair of chemical shifts smooth out potential
errors caused by choosing a nonoptimal random-coil shift set.
As an example, we present AGC*—AGCP results for FCP1 in
Figure 3(a). In this figure, a fully formed «-helix would yield
a region of strongly positive deviation from zero. The Rap74
binding region of FCP1, which is strongly helical in the bound
state, is identified by the bar above the figure. It is clear that
the secondary chemical shifts are consistent with a bias toward
a-helical structure in this region of the IDP, whereas the major-
ity of the chain shows no strong or systematic deviation from
random-coil shifts.'®

Residual Dipolar Couplings. The chemical shifts of backbone
nuclei are powerful constraints on local structure, but are gen-
erally not sufficient to fully constrain the ensemble, because
they are local in nature. Measurement of RDCs is an effec-
tive means of complementing chemical shift information,
because RDCs are sensitive to long-range interactions. The
theory and practice of RDC measurement have been exten-
sively reviewed elsewhere.”* What is most important here is
that the strength and the sign of the dipolar coupling between

two nuclear spins place a constraint on the orientation of
their internuclear vector, with respect to a global or segmen-
tal alignment tensor. This is illustrated well by the partially
formed «-helix at the C-terminus of FCP1, which is clearly
evident in its NH-RDC profile (Figure 3(b)). The NH-RDC is
particularly useful for identifying a-helix, because it changes
sign in the helical context, compared with a random/extended
conformation.

The dipolar coupling is sensitive to dynamic averaging, up
to the millisecond timescale, and therefore is subject to lim-
itations when employed as a structural constraint for highly
flexible systems. Specifically, multiple degenerate solutions for
the orientation of each internuclear vector exist, leading to the
possibility of incorrect constraints being placed on the chain if
the data set is large or the chain length is long. Individual chain
conformations are sure to produce poor back-calculations of
the ensemble averaged RDC values. Thus, use of RDCs as struc-
ture constraints is dependent on appropriate conformational
averaging when the ensemble is numerically evaluated and to a
lesser extent on the number of chains present in the computed
ensemble. Further complicating the problem of using RDCs as
structure constraints, it is not guaranteed that the entire IDP
chain will be constrained by a unique and global alignment
tensor. Solutions to this problem involving segmental or local
alignment tensor approaches have been discussed and are used
by default in most common software packages for ensemble
refinement.”® Even if the physical rationale for this choice is
debatable, the procedure appears to remove most artifacts and
is therefore useful.

Volume 3, 2014

© 2014 John Wiley & Sons, Ltd.

185



Observing IDP Dynamics

Conformational dynamics are an integral component of the
ensemble description of IDPs. Because the backbone of IDPs
nearly always experiences significant conformational relaxation
in solution, the assessment of backbone spin relaxation repre-
sents an especially potent means of improving the description
of IDP structure ensembles. In addition, intrinsically disor-
dered proteins are very nearly required to undergo a change in
backbone conformation upon complex formation, even in the
most dynamic complexes, making the assessment of backbone
spin relaxation imperative.

Paramagnetic Relaxation Enhancement. Intentionally, studying
proteins that harbor paramagnetic metal centers has long been
a challenge, because the paramagnetic relaxation enhancement
(PRE) induces deleterious increases in the linewidth of nearby
nuclear spins. On the other hand, the deliberate incorporation
of an exogenous paramagnetic probe for the purpose of intro-
ducing line broadening at strategically chosen locations in a
protein’s structure has proven to be a highly effective means
of generating long-range structure constraints. Especially for
IDPs, control experiments must be performed to confirm that
incorporating the probe has not perturbed the structure of the
protein. The relaxation enhancement caused by proximity to
a paramagnetic center can extend up to 20 A or more, under
favorable conditions. Thus, PRE constraints are an attractive
complement to those provided by chemical shifts, or what
NOEs can be measured, for an IDP.

While incorporating PRE constraints is relatively straightfor-
ward for cooperatively folding domains, backbone and probe
dynamics both heavily influence the intensity of induced effects,
causing complications for IDP applications. Transient con-
tacts that are otherwise difficult to establish can yield strong
PRE signatures that synergize well with RDC measurements
for structure constraint.!* Conversely, as with RDC measure-
ments, the presence of multiple transient contacts can yield
incompatible constraints, or leave minor states undetected,
and so caution must be exercised when evaluating ensembles
constrained by PRE. Owing to the convolution of effects from
dynamics and low population conformational states, inter-
pretation of PRE data is often improved through concurrent
analysis of backbone spin relaxation, which helps to define the
amplitude of local conformational dynamics in the ensemble.

NMR Spin Relaxation. IDP structural ensembles feature both
rapid local conformational fluctuations and the potential for
slower relaxation between multiple conformations on what
might be a glassy potential energy surface. To varying extents,
all of the structural constraints discussed earlier are influ-
enced by the presence of conformational dynamics, and so
their utilization can be improved by identifying those sites
subject to enhanced local dynamics through independent mea-
surements. Spin relaxation of the ®N-nucleus of backbone
amides is an especially common probe to use for studies of
fast (ps—ns) timescale conformational dynamics because of
its relatively simple spin physics: relaxation is dominated by
the dipolar interaction with the attached proton at most mag-
netic field strengths and, so long as samples are prepared with
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natural carbon isotope abundance, the amide nitrogen and
its covalently attached hydrogen constitute an isolated spin-
1/2 pair. In the presence of uniform *C-enrichment, as is
needed for carbon-detected spectroscopy, special precautions
are needed to minimize the influence of the additional spins-
1/2 on measured relaxation times.!® For both cooperatively
folding and intrinsically disordered proteins, determination
of longitudinal relaxation times (7)), transverse relaxation
times (7,), and heteronuclear Overhauser effects('°N,'H-
NOE)provides a comprehensive determination of ps—ns con-
formational dynamics. While extraordinarily valuable for IDPs,
measurement of ’N,'H-NOE can be complicated because val-
ues yielding near-zero peak intensity in the ‘saturation-on’
experiment are typical.

In both tightly packed and disordered systems, local contact
density tends to correlate strongly with measured relaxation
times. The T, relaxation time is particularly dependent on
contact density, and so decreased transverse relaxation times
compared to baseline have been used to establish the presence
of tertiary structure in IDP ensembles. As with most constraints
on IDP structure, caution must be exercised in making such
assignments, because a-helical structure also increases contact
density and therefore has the same effect on measured T, times
as the presence of tertiary structure.?® Of course, the influence
of helical structure can be independently verified through
assessment of chemical shifts, thus demonstrating the utility
of applying a variety of constraints in solving IDP ensembles.
The influence of a-helical structure on T, can easily be seen in
Figure 3(c), where the partially helical C-terminal end of FCP1
is seen to possess both the chemical shift signature of a helix and
a depressed set of T, values, relative to baseline.!” Conversely,
regions of enhanced dynamics are seen in the N-terminal
half of the protein (which is glycine rich) in the absence of
strong secondary chemical shifts, suggestive of enhanced local
dynamics in this region.

Ensemble Refinement and Computational
Approaches

Spectroscopic data suggest that IDPs may adopt anything
from a heterogeneous, but relatively compact, ensemble of
structures to a denatured state highly enriched in native-like
secondary structural features, reminiscent of molten globules.?”
Regardless of the details, the highly dynamic nature of IDPs
requires a description of their native state that goes beyond the
static structures associated with cooperatively folding proteins.
Physically, IDPs are best described as accessing ensemble states
where the protein is able to interconvert, on some timescale(s),
between multiple conformations on a rugged potential energy
landscape. Therefore, the IDP community has embraced the
idea of publishing diverse sets of structures that collectively
span the conformational space thermally accessible to the IDP
ensemble. For example, the structural constraints provided
in Figure 3 were used in conjunction with the ENSEMBLE
software package (see section titled “TRaDES and ENSEMBLE’)
to generate the ensemble structure model of FCP1 displayed
in Figure 4. Describing the ensemble state of an IDP, such
as FCP1, is more about defining which properties govern the
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Figure 4. Conformational ensemble of FCP1 generated using the
ENSEMBLE software package and refined using the structure constraints
displayed in Figure 3. The ribbon is colored pale blue near the N-terminus
and transitions to dark blue by the C-terminus, which is the region that
superimposes more readily and harbors partial a-helical character

behavior of the ensemble and determining what areas in the
conformational space will more likely be sampled than about
achieving the highest nominal precision possible. The process
of ensemble refinement is inherently computational and so the
front-runner software that is currently publically available will
be discussed in the following subsection.

Representative Software Packages

Two software packages for generating IDP structures and treat-
ing NMR constraints have emerged as the most general and
commonly used within the community. The Flexible-Meccano
approach, and its more recent evolution into the ASTEROIDS
package, has proven highly successful for modeling IDPs.!*
Although not formally intended for NMR applications during
its initial development, the TRaDES package provides an alter-
native to Flexible-Meccano for generating initial trial sets of
structures.?® In this capacity, TRaDES has been bundled with a
set of algorithms collectively named ENSEMBLE that has also
proven highly effective for IDP ensemble refinement.?> The fol-
lowing subsections will present and discuss the features and uses
of Flexible-Meccano/ASTEROIDS and TRaDES/ENSEMBLE.
Continuing with the theme of using FCP1 as a model system,
ensembles calculated using each of these two approaches will
be shown, although for a shorter construct than previously
discussed. These ensembles will be built from a 32-residue
construct that was chosen to be of viable size for molecu-
lar dynamics (MD) calculations, which will be discussed in
more detail next (see section titled “The Potential of Molecular
Mechanics Calculations’) as an alternative to the refinement
approaches presented in the following subsection.

Flexible-Meccano and ASTEROIDS. One approach to gener-
ating an accurate and semiquantitative collection of chain
conformations representing the IDP ensemble is to initially
generate statistical coil models and use them to back-calculate
experimental observables. Where deviation is noted between
the coil values and those measured experimentally, local or
even long-range structure can be inferred. Flexible-Meccano
uses a random-coil dihedral library constructed from dihe-
dral angle distributions found in the loop regions of protein
structures, deposited in the PDB, to produce a test set of sta-
tistical coils for a provided IDP sequence. Large numbers of
structures can be rapidly generated with modern computing
power and simple hard sphere clashes used to reject unreason-
able structures. If deviations from the expectation values of,
e.g., chemical shifts, residual dipolar couplings, or paramag-
netic relaxation enhancement parameters are noted between
experimental expectation values and those calculated from the
statistical coil set, a heuristic approach can be employed to
hypothesize ensemble biases. The Flexible-Meccano software
then allows the user to iteratively recalculate the bank of IDP
conformations, using the hypothesized structural biases as
constraints. A representative set of FCP1 conformers generated
using this procedure is presented in Figure 5(a), where the
protein’s bias toward a-helical character near its C-terminus
can clearly be seen.

Recently, the ASTEROIDS software package has been devel-
oped, which automates the process of integrating NMR struc-
tural constraints into the iterative Flexible-Meccano refinement
procedure. The NMR constraints most commonly employed
in this procedure are chemical shift sets, RDCs, and PREs. As
discussed in the section titled ‘NMR Spectroscopy of Intrinsi-
cally Disordered Proteins’, the averaging needed to treat RDC
constraints converges very slowly if a global alignment ten-
sor is used, so local alignment procedures are implemented
in ASTEROIDS. In order to correctly account for long-range
order, the user must therefore rely on corrective algorithms
built into the software and/or provide PRE data capable of
independently accounting for the influence of long-range inter-
actions.

TRaDES and ENSEMBLE. Another highly successful method
for efficiently sampling protein conformational space is
implemented in the TRaDES software package. Like Flexible-
Meccano, TRaDES can be used for initial generation of
statistical coil conformation banks for IDP sequences, but the
methodology employed is strongly different. TRaDES uses
trajectory directed protein conformer generation, yielding
structures that are sterically plausible, but random.?® Atom
placements are achieved by setting interatomic angles to values
selected from an approximately normal distribution about
mean values defined by residue type and motivated by PDB
structures. This is in contrast to Flexible-Mecanno’s direct
use of monomer conformations extracted from the PDB. One
especially useful additional feature of TRaDES conformer pool
generation is that the prevalence of cis-proline peptide bonds
present in the PDB is explicitly accounted for.

The suite of programs named ENSEMBLE has been paired
with TRaDES to generate initial statistical coil conformer pools
that are further refined into final IDP ensembles through

Volume 3, 2014

© 2014 John Wiley & Sons, Ltd. 187



SA Showalter

(a) Flexible-meccano (b)

ENSEMBLE (©

MD simulation

Figure 5. Conformational ensembles of FCP1 (930—961) generated using (a) Flexible-Meccano, (b) ENSEMBLE, and (c¢) MD calculations performed on
the Anton supercomputer. All three bundles are represented as ribbon diagrams with a pale blue N-terminus transitioning to a dark-blue C-terminus. In
each case, the structures in the bundle have been superimposed on their «-helical region

the introduction of NMR conformational constraints. Initial
ensembles generated from the TRaDES conformer pool are
optimized using a Monte Carlo procedure. In later iterations,
structures are randomly modified in order to search conforma-
tional space for an ensemble that is optimally consistent with the
NMR constraints. Similarly to Flexible-Meccano/ASTEROIDS,
the ENSEMBLE procedure relies upon a local alignment ten-
sor approach to incorporating RDC constraints, with known
caveats that have already been discussed. In our hands, we have
found the combination of diverse chemical shift sets, RDCs,
and '°N T, values to be a robust starting point for refinement in
ENSEMBLE, as illustrated by the FCP1 ensemble represented
in Figure 5(b). Clearly, the ENSEMBLE generated bundle is
highly similar to the Flexible-Meccano ensemble, although with
the a-helix more sharply defined.

The Potential of Molecular Mechanics Calculations

With the computing power available to researchers ever
increasing, one attractive alternative to statistical coil-initiated
refinement techniques is to generate IDP ensembles directly
through extensive molecular mechanics calculations. MD com-
puter simulations are useful because they represent the protein
as a conformational ensemble that follows the laws of statisti-
cal thermodynamics, with the known limitation that the force
field chosen for the calculation will influence the outcome. For
applications to IDPs, force-field bias is potentially amplified,
as modern force fields were not parameterized with the goal
of sampling nonfolded conformations in mind. Furthermore,
IDPs represent an extreme sampling problem, with very long
trajectories likely being required to achieve converged sam-
pling. Traditionally, MD simulations have been limited to the
submicrosecond timescale, but recent hardware advances have
shattered this ceiling. In our laboratory, we have computed
multimicrosecond MD trajectories on the Anton machine, a
purpose-built computer for the calculation of long-timescale
trajectories.”’ Representative snapshots from the trajectory
generated by simulating FCP1 in the AMBER99SB force field
for 5ps are shown in Figure 5(c). While the MD-generated

bundle is qualitatively similar to those refined against NMR
data using Flexible-Meccano and ENSEMBLE, it is also clear
that the region extensively sampling «-helical conformations is
extended closer to the N-terminus of the protein in the Anton
trajectory. Further studies are required to determine whether
this was an artifact induced by the choice of force field, or
whether perhaps the conformational state in these few residues
was underconstrained by the procedures used to generate the
NMR-refined ensembles.

Outlook

The methods needed to generate NMR structural constraints
and to measure conformational dynamics for intrinsically dis-
ordered systems have largely been established, although broader
adoption of 13C-detected techniques represents a potential
growth area. Most future growth in IDP structure and dynam-
ics measurement is likely to come in the form of additional
advances in software to generate or validate IDP conforma-
tional ensembles. Especially promising is the possibility of MD
simulations becoming a viable alternative to other methods
of model generation. Recently, the blending of MD-generated
conformations into the large conformer pools used for refine-
ment against NMR data has been proposed, showing genuine
potential.’*® The very existence of IDPs presents new challenges
for the structural biology community and new opportunities
for innovation by NMR spectroscopists that will likely last for
many years to come.
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