Scaling Roughness Effects on Pressure Loss and Heat Transfer of Additively Manufactured Channels

Additive manufacturing (AM) with metal powder has made possible the fabrication of gas turbine components with small and complex flow paths that cannot be achieved with any other manufacturing technology presently available. The increased design space of AM allows turbine designers to develop advanced cooling schemes in high-temperature components to increase cooling efficiency. Inherent in AM with metals is the large surface roughness that cannot be removed from small internal geometries. Such roughness has been shown in previous studies to significantly augment pressure loss and heat transfer of small channels. However, the roughness on these channels or other surfaces made from AM with metal powder has not been thoroughly characterized for scaling pressure loss and heat transfer data. This study examines the roughness of the surfaces of channels of various hydraulic length scales made with direct metal laser sintering (DMLS). Statistical roughness parameters are presented along with other parameters that others have found to correlate with flow and heat transfer. The pressure loss and heat transfer previously reported for the DMLS channels studied in this work are compared to the physical roughness measurements. Results show that the relative arithmetic mean roughness correlates well with the relative equivalent sand grain roughness. A correlation is presented to predict the Nusselt number of flow through AM channels, which gives better predictions of heat transfer than correlations currently available. [DOI: 10.1115/1.4034555]

Introduction

The capabilities and advantages of additive manufacturing (AM) are being explored in nearly every industry in hopes of developing products that have improved functionality, efficiency, and cost; the gas turbine industry is no exception. Leading manufacturers of gas turbine engines have already begun fabricating production parts with AM [1]. These companies primarily employ methods of AM that build metal components using selective laser sintering, selective laser melting, electron beam melting, or direct metal laser sintering (DMLS). These methods are able to produce parts from high-temperature alloys in shapes that cannot otherwise be produced. Other advantages of these techniques are decreased production cost, material/weight reduction, and greater design freedom.

As with any manufacturing process, it is crucial to understand the limitations of AM. One limitation with metal parts produced with AM is that they typically do not have the same mechanical properties as do wrought or cast parts of the same material. A common misconception about additive processes is that one can make any shape with them. Even though there is more design freedom, there are significant limitations as to what features can be built and in what orientations they can be built. A designer must be aware of these limitations early in the design process if the advantages of AM are to be properly leveraged.

A natural consequence of the metal AM processes listed above is the relatively rough surface finish that results from the metal particles sintering to the surfaces of the part during fabrication. These roughness levels have significant effects on the pressure loss and heat transfer of parts with internal flow channels [2,3]. The effects of roughness must be accounted for in the design stage. The authors of this paper previously presented flow and heat transfer measurements that show the effects of roughness [2]. This previous study did not investigate how or why the roughness was affecting the flow in the way it was. The current work attempts to answer those questions by presenting more detailed roughness characterization and analytical tools for predicting the flow and heat transfer through microchannels made with AM.

Review of Literature

Roughness effects on flow friction have been studied for many decades. Nikuradse’s pioneering work on flow through tubes roughened with sand grains formed the basis for how roughness is currently treated for internal flows [4]. He defined relative roughness, \( k_s/d \), where \( k_s \) is the diameter of the sand grains adhered to the walls of a pipe of diameter, \( d \). This parameter was adopted by many in their work, including Moody whose diagram of friction factor versus Reynolds number for various values of \( k_s/d \) can be found in nearly every introductory fluid mechanics book published in recent decades [5]. Because this parameter was not formed using measurements of the resulting pipe wall surface roughness, correlations based on this parameter are hardly useful for predicting flow friction when physical roughness measurements are the only data available. One must obtain \( k_s/d \)
exponentially, which is why the roughness scale $k_s$ is commonly referred to as the equivalent sand grain roughness and is not representative of a physical roughness measurement [6].

Many have worked to correlate $k_s$ with a physical roughness measurement including early work done by Schlichting [7] who measured $k_s$ for different artificial roughness elements arranged in various arrays. More recent efforts of many others studying external flow over rough surfaces were reported by Bons [8]. The literature regarding flow over rough surfaces seems to be dominated by external flow configurations of which several use artificially roughened surfaces instead of random roughness. There are studies that have examined internal flow through randomly roughened channels. Weaver et al. [9] studied microchannel flow with rough surfaces; however, these surfaces were roughened with electrical discharge machining which resulted in smaller roughness than the DMLS process. Huang et al. [10] expanded on the work performed by Nikuradse [4] examining roughened tubes with relatively large sand grains where $k_s/d$ was between 0.21 and 0.42. These are much more comparable to what was reported previously by the current authors [2], but physical roughness measurements were not reported in the work of Huang et al. [10]. In recent years, work has been done to characterize flow through microchannels with large relative roughness. Brackbill and Kandlikar [11] studied flow through channels with large relative roughness and presented a useful literature review on work that has been done regarding rough flow through microchannels and nanochannels. However, due to the small length scales of the channels, most data reported in the literature are for low Reynolds number flows ($Re < 2300$); little data exist in the literature for the turbulent regime, which is of most interest in this study.

Heat transfer correlations for turbulent flow through very rough channels are equally difficult to find. Morini [12] gives a thorough literature review of heat transfer studies of flow through microchannels. This shows that very little has been done to characterize heat transfer through channels similar to those studied by the current authors.

The uniqueness of this work is that it examines the friction and heat transfer results of turbulent flow through very rough microchannels made with DMLS and that it presents predictive correlations using physical surface roughness measurements. To the authors’ knowledge, comparable work has not yet been published in open literature.

Methods

To better understand how roughness impacts the pressure loss and heat transfer in DMLS microchannels, it is necessary to collect detailed topographical data from the channel surfaces. Therefore, the data were collected using a few different approaches in hopes to identify one or more key parameters that correlate with the flow and heat transfer performance. This section discusses the test specimens that were used for this study, the methods used to collect surface roughness data, and how the roughness data were reduced into roughness parameters that are commonly found in the literature.

**Description of Test Coupons.** The coupons used in this study are the same as those used in the authors’ previous study [2]. Ten coupons were investigated, all of which were made with DMLS; details on the coupons can be found in Table 1. Five of the coupons were made using cobalt-chrome-molybdenum-based superalloy (CoCr) powder [13] with each having a unique channel width and height combination. The remaining five were made from an Inconel™ 718 (Inco) powder [14] and nominally had the same geometry as the five made from CoCr. All ten coupons were 25.4 mm in length and in width.

Each coupon was built at a 45 deg angle from the horizontal as shown in Fig. 1 using material-specific build parameters calculated according to the recommendations of the DMLS machine manufacturer [15]. Snyder et al. [3] showed that a 45 deg build direction results in higher friction drag than a vertical build direction for round channels. This is due to the large roughness on downward-facing surfaces that exists at every build orientation except vertical; vertically oriented surfaces are much smoother. Building all flow channels in a vertical orientation would seem like a simple method to minimize friction loss in a design, but it is highly unlikely that a working design of a gas turbine component would contain channels that are to be built only in the vertical direction. Therefore, a 45 deg build direction was used in this study to capture the combined effects of downward-facing, upward-facing, and vertical surfaces. In a working design, the build orientation could be used as a method to control flow rates and tune convective heat transfer coefficients.
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**Fig. 1 Build orientation and support structures of the DMLS coupons**
The CoCr and the Inco powder particles used for fabrication were spherical in shape and were sieved to obtain an average particle size of 30 μm. The height of each build layer during fabrication was 40 μm. Further information about the coupon build process including details on machine parameters, support structures, heat treating, and other post processing is given by Snyder et al. [3].

### Channel Dimensions and Roughness Measurements

Industrial computed tomography (CT) scanning was used in the authors’ previous study [2] to characterize the internal channel dimensions. CT scanning was selected because it is a nondestructive inspection technique that generates a three-dimensional reconstruction of the entire part. CT scanning each part enabled accurate measurements of internal channel dimensions without cutting the coupons open to expose the channel surfaces, thereby permanently destroying the coupons. An important geometric scale necessary for flow and heat transfer data reduction, namely, hydraulic diameter, $D_h$, was derived from these measurements. Findings indicated that the design intent was not met for each of the channels using the DMLS process, and for this reason, part dimensions were determined using the CT data. $D_h$ and other geometric parameters are given in Table 1. All values in Table 1 represent the average over every channel in each coupon.

The CT scanning instrument was capable of resolving roughness features as small as 30 μm. This ability can be seen in the small surface sample given in Fig. 2(a), which shows the ability of the CT scanning method to resolve the larger roughness features. Because many roughness features were larger than the resolution of the machine, it was possible to obtain semiquantitative roughness estimates for surfaces using the CT scans. A description of how this was done can be found in the authors’ previous paper [2]. Surface roughness results from that study are shown in Table 1 where the uncertainty of $R_z$ is estimated to be about ±4 μm. Again, these values represent an average over all channels in each coupon.

In addition to CT scanning, two other methods were used to characterize the roughness of the channel: white light interferometry and scanning electron microscopy. Data from all three methods were used because each technique adds unique information about the surface morphology.

A scanning white light interferometer, also known as an optical profilometer (OP), was used to detect the height of discrete points on a sample surface. Surface data collected with the OP are shown in Fig. 2(a). A few coupons were prepared for analysis with the OP by cutting them open to expose the inner faces of the channel. The OP collected data for each surface by scanning it in the direction normal to that surface while illuminating it with light. As a scan proceeded, a camera would detect interference patterns reflecting off of the surface and record the height at the specific location of those patterns. This generated a three-dimensional point cloud with a resolution in the plane of the surface of 1024 × 1024 pixels. The magnification used for collecting the data presented here resulted in a lateral resolution of 1.64 μm and a resolution <1 μm in the direction normal to the surface.

Preparing samples from all channel surfaces and measuring them all with an OP was prohibitively difficult and time consuming for the scope of this study. Therefore, only a select few surface specimens were prepared and analyzed with the OP. These specimens came from four different coupons: two from the group of CoCr coupons and two from the Inco. No statistical difference in roughness between different coupons from the same material was found. This was corroborated by the CT scan data presented previously by the authors [2].

Although an OP is capable of very fine resolution, there are some limitations to this technique. Because the OP uses a camera placed above the sample, it can only register points on the surface that it can view; regions overshadowed by overhanging features will not be captured. For example, if a sphere is being scanned, only the upper hemisphere will be visible by the camera. The OP can resolve the curvature of the upper hemisphere, but it is not possible to collect any data from the lower hemisphere as it cannot be seen by the camera. Another shortcoming of this technique is that it has poor resolution of steep gradients due to the sharp viewing angle of the camera relative to the surface. These shortcomings result in scans that show great detail on surfaces that are visible to the camera and little or no information about very sharp roughness features and overhanging features. OP data from surfaces with these types of features may poorly represent the actual surface morphology. However, there is not a reasonable alternative known by the authors that can measure these highly three-dimensional surfaces with the accuracy of an OP.

Once the point cloud data were obtained from the OP, it was tessellated without significant modifications to the data points. Due to the limitations of the measurement method just discussed, very rough surfaces would often have many holes in the mesh. These holes were patched using an algorithm that interpolated the points around the hole to infer the surface shape. Most of the holes were found in regions where the surface was either vertical or undercut; repairs in these areas were not expected to be a very good match of the actual surface structure. After filling the holes, the mesh was further repaired by flipping elements that were oriented incorrectly and by fixing other mesh errors. Next, the mesh was decimated to reduce the number of nodes in the mesh using algorithms that preserved the surface topology. Finally, the surface was altered to remove any waviness that might result in a bias of the roughness analyses by using a low-order polynomial fit. The surface mesh was then prepared for roughness parameter calculations using the methods described the Roughness Quantification section. The sample surface rendering of the OP data given in Fig. 2(b) compared to the rendering of the CT data for the same surface location exhibits the superiority of using data from an OP for quantitative roughness analysis over using data from a CT scan.

The third surface characterization approach used a scanning electron microscope (SEM) to collect micrographs of the surface like the one shown in Fig. 3(a). Although SEM micrographs are not particularly useful for providing quantitative roughness results, they are extremely useful for qualitatively representing the topology of the surface with high resolution. The method with which an image is generated using an SEM results in shadowing that brings out the complex three-dimensional morphology of a surface. Despite an SEM collecting merely a two-dimensional image, indications of overhanging surfaces and contours are made visible where it would be impossible to see them with an OP. Additionally, an SEM is capable of collecting images showing features much smaller than 1 μm with good resolution. The micrograph shown in Fig. 3(a) is placed next to a rendering of OP data collected from the same location. One can see that the OP is picking up nearly all the features on the surface although it does not show quite as much detail as the SEM image. However, the
Roughness Quantification. Only the OP data were used for quantitative roughness analysis. It was analyzed using three different approaches in attempt to find the best method of correlating the physical roughness measurements to the effect that the roughness had on the pressure loss and heat transfer in the coupons. The first method was a basic statistical approach that involved the calculation of five roughness parameters: arithmetic mean roughness, \( R_m \), root-mean-square (RMS) roughness, \( R_q \), mean roughness depth, \( R_z \), skewness, \( R_{sk} \), and kurtosis, \( R_{ku} \). The mathematical definitions of each are given in Eqs. (1)–(5), respectively. Figure 4 gives graphical definitions of roughness height for a given point, \( z_i \), the mean surface height, \( \mu \), the highest point for a given region, \( z_{\text{max}} \), and the lowest point for a region, \( z_{\text{min}} \), for a two-dimensional slice of a sample surface. Note that the statistical roughness parameters were calculated from the three-dimensional data rather than a slice of the data as illustrated in Fig. 4.

\[
R_m = \frac{1}{n} \sum_{i=1}^{n} |z_i - \mu| \tag{1}
\]

\[
R_q = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (z_i - \mu)^2} \tag{2}
\]

\[
R_z = \frac{1}{5} \sum_{i=1}^{5} (z_{\text{max}} - z_{\text{min}}) \tag{3}
\]

\[
R_{sk} = \frac{1}{nR_q^3} \sum_{i=1}^{n} (z_i - \mu)^3 \tag{4}
\]

Each statistical roughness parameter gives unique information about a surface. The arithmetic mean roughness, \( R_m \), represents the average deviation of each point from the mean and is easy to understand given the definition in Eq. (1). Similarly, Eq. (2) gives a straightforward definition of the RMS roughness, \( R_q \). The mean roughness depth, \( R_z \), can be defined in various ways. Here, it is defined as the average of the highest minus the lowest point for five different regions as shown in Eq. (3). Computing this value from the OP data involved dividing each dataset into five equal regions, computing the height difference between the highest and lowest points of each region, and finally averaging the five values. This represents the prominence of the largest features on average. The skewness, \( R_{sk} \), is a measure of how the data are distributed about the mean. A positive skewness indicates that there are more positive, peaklike features, and a negative skewness indicates that there are more negative, valleylike features. The last statistical parameter is the kurtosis, \( R_{ku} \), and is a measure of the width of the distribution relative to a Gaussian distribution. A large kurtosis here would imply that the surface profile changes dramatically and has sharp peaks; a small kurtosis suggests a smoother change in roughness or large plateaus instead of peaks.

The second approach used for analyzing the roughness data obtained with the OP involved calculating the correlation length for the surfaces. This was done by first taking several slices of each surface in the direction of flow. The autocorrelation function (ACF) was then solved for various lengths, \( L \), on each slice. The ACF is represented mathematically as

\[
ACF = \frac{1}{nR_q^3} \sum_{i=1}^{n} \left( z_i - \mu \right) \left( z_{i+m} - \mu \right) \tag{6}
\]

where \( n \) is the number of data points on the slice and \( m \) is the number of points contained in the specified length, \( L \). This ACF returns a value that indicates how well the slice correlates with itself for a given \( L \). A value of unity means that the profile correlates perfectly, and a value of zero suggests that it is completely uncorrelated. Random datasets are likely to have some length at which \( ACF = 0 \); however, because of the random nature of real surfaces, it is also possible that the \( ACF > 0 \) for all possible lengths, \( L \). Therefore, it is necessary to select a specific ACF value for which the surface is no longer considered to correlate. The value 0.2 was selected here as it seemed reasonable and has been used by others [16]. The minimum distance for which the ACF is always greater than 0.2 for all slices of a given surface is known as the correlation length, \( \lambda \).

Figure 5 shows the ACF plotted at various lengths, \( L \), for slices of a downward-facing surface of CoCr coupon; \( \lambda \) is also illustrated in the figure. This method can be useful for determining dominant length scales of the roughness as well as periodic patterns if they exist. A dominant length scale would give a similar ACF profile for all slices while \( ACF > 0.2 \), and periodic patterns would show up as an oscillation of the ACF about \( ACF = 0 \) with discernable periods.

A third analysis method was used in attempt to corroborate or build upon the multitude of studies mentioned previously that have successfully made use of a combined roughness density and shape factor, \( \Lambda \), first introduce by Dirlng [17] to correlate drag and heat transfer. Because the roughness of the DMLS surfaces is random in nature, the definition of this parameter given by van Rij et al. [18] seems most appropriate here. This is given by

\[
\Lambda = \left( \frac{A}{A_1} \right) \left( \frac{A_2}{A_0} \right)^{-1.6} \tag{7}
\]
where $A$ is the flat reference area (i.e., area of a flat surface without roughness), $A_f$ is the total frontal area relative to the flow direction, and $A_w$ is the total windward wetted area. These three different areas were calculated using the mesh file generated from each OP dataset. The calculation of $A$ was trivial. $A_f$ was calculated by taking the dot product of each face normal vector with the negative of the flow direction vector and summing the resulting values that were greater than zero. $A_w$ was calculated by summing the total area of all mesh elements that resulted in a positive value when their normal vector was dotted with the negative of the flow direction vector.

**Scaling Results**

The results of the scaling analyses are presented in two sections. The first presents qualitative and quantitative characterization of the channel surfaces. These characterization results are used to develop correlations to predict flow friction and heat transfer through AM channels with large roughness, which is the topic of the second section.

**Surface Roughness.** Results from the SEM micrographs will be discussed first as these provide qualitative information that will add to the discussion of the quantitative results. Figure 6 shows micrographs of all surface orientations for both alloys. A few key observations can be made from these images. First, individual roughness features on all surfaces look very much like the spherical-shaped powder used to fabricate the coupons. The diameter of these features is around $30 \mu m$ suggesting that much of the roughness comes from powder particles being sintered or partially melted to the surface. Second, the surfaces of the CoCr coupons (Figs. 6(d)–6(f)) have many more spherical features than the surfaces of the Inco coupons (Figs. 6(a)–6(c)) suggesting that the CoCr powder had a greater propensity to sinter to the surfaces than the Inco powder, at least for the powder size and manufacturer recommended machine build parameters that were used in this study. Third, linear patterns can be seen on each surface, although they are not prominent on some surfaces; these correspond to the build layers. Finally, the roughness on the upward-facing and vertical surfaces of the Inco has similar morphology. This is also the case for the CoCr coupons. The roughness of the downward-facing surface appears much different than the other faces.

A detailed examination of the roughness features themselves using the SEM micrographs is useful for understanding some of the heat transfer results reported previously for these specimens [2]. Figure 7 shows a few surfaces at a steep angle as to make the underside of the roughness elements somewhat visible. This shows how the elements appearing spherical from a top view (Fig. 6) are connected to the surface. Figure 7(a) shows that many particles on the upward-facing surface of the Inco coupons appear...
to be barely connected to the surface. These are particles that sintered to the surface during the building process. Some features appear to be several particles sintered to each other and only a few particles of each group are actually in contact with the surface. This is the nature of all vertically oriented and upward-facing surfaces for both CoCr and Inco coupons although the quantity and size of the features vary between surface orientation and material as shown in Fig. 6.

Figure 7(b) shows details of three particles that illustrate the range of particle adhesion to the surface. Particle A appears to be mostly sintered to the surface and has other particles partially melted or sintered to its surface. Particle B appears to only be partially sintered with minimal contact area. Particle C is fully melted to the surface. A simple Biot number, Bi, calculation can give an approximation of how effective the particles shown in Fig. 7 are at transferring heat. The Biot number definition was derived by taking the ratio of the conductive and convective thermal resistance for the individual particles in Fig. 7(b) using this definition of the Biot number

$$\text{Bi} = \frac{R_{\text{cond}}}{R_{\text{conv}}} = \frac{DhA_{\text{conv}}}{kA_{\text{cond}}}$$

where $D$ is the diameter of the roughness element, $h$ is the convective heat transfer coefficient, $k$ is the thermal conductivity of the metal, $A_{\text{conv}}$ is the total wetted surface area of the particle, and $A_{\text{cond}}$ is the minimum cross-sectional area at the interface of the surface and the roughness element. Admittedly, this analysis is subjective because the geometric parameters in Eq. (8) can only be estimated from the SEM images. Nonetheless, this serves as an informative order of magnitude estimate.

The Biot number analysis gives estimates of $\text{Bi} \approx 0.1, 1, \text{and } 0.01$ for particles A, B, and C, respectively. Particle C is a very efficient heat transfer because of the large conduction area and would be beneficial if high heat transfer is desired. On the other hand, particle B is limited in its ability to transfer heat because of the constricted conduction path where it interfaces with the surface. Particles like particle B are not very desirable from a performance perspective as they are less capable of transferring heat to the fluid but have similar friction drag to that of particle C. The thermal performance of particle A is somewhere between the other two particles. Judging from the SEM images shown here, one would expect there to be a broad distribution of Biot numbers among all roughness elements.

The micrograph in Fig. 7(c) shows an interesting topology that cannot be measured with an OP but likely has significant heat transfer implications. Figure 7(c) shows the interface between a vertical surface and downward-facing surface of an Inco coupon. The boundary where the two surfaces intersect extends from the top right to the bottom left corners; the vertical surface is in the lower right of the image and the downward-facing surface is in the upper left of the image. Two circles indicate areas where cavities in the roughness can be seen. These voids are detrimental to heat transfer and add to the conductive thermal resistance of the roughness.

As stated previously, only the OP data were used to quantify the roughness of the various surfaces. This was done using five different regions of each surface type and material to calculate the average roughness parameters expressed in Eqs. (1)–(5) as well as the correlation length, $\xi$; the results are plotted in Fig. 8. The statistical uncertainty of these parameters was determined for each surface type and material using the methods described in Ref. [19] with a confidence level of 95%. The number of samples was selected to decrease the statistical uncertainty to a value small enough to expose trends in the data. There is still uncertainty unaccounted for in these values due to a bias that may exist as a result of the data collection or analysis methods. This additional uncertainty is impossible to quantify or even estimate as it would require quantitative knowledge about the surface structure beyond what the OP is capable of giving. The authors believe that a bias error would only contribute a small amount to the overall uncertainty because of the large variation between different samples. Therefore, only the statistical uncertainty is reported.

Figure 8(a) shows that $R_\sigma$ of the CoCr coupons is higher for both the upward-facing and vertical surfaces, which corroborates the observations made from Fig. 6. The downward-facing surfaces have a much greater $R_\sigma$ than the upward-facing and vertical surfaces, and it is nearly identical for both materials even though the morphology observed in Figs. 6(b) and 6(e) is different. $R_\sigma$ shown in Fig. 8(b) shows similar trends to those of $R_\sigma$. It is difficult to glean much information about $R_\sigma$ from Fig. 8(e) because of the large uncertainty. All that can be said about this parameter is that the downward-facing surface of the Inco coupons has a larger $R_\sigma$ than the others. The skewness shown in Fig. 8(d) is similar for all surfaces except the Inco downward-facing surface. The positive $R_{\text{sk}}$ values denote that these surfaces are strongly dominated by positive features, which is corroborated by the SEM images in Fig. 6. The low $R_{\text{sk}}$ of the Inco downward-facing surface suggests it has fewer peaks than the other surfaces and reflects the observed difference in morphology between the downward-facing surfaces of the Inco and CoCr coupons. The kurtosis values tell that the distribution width of roughness on all CoCr surfaces is comparable to each other, but the downward-facing Inco surface has a tighter distribution than the other Inco surfaces.

The final parameter, $\xi$, is presented in Fig. 8(f). As stated before, this parameter identifies dominant length scales and periodic patterns. Two major scales can be identified by inspecting the SEM images in Fig. 7. The first is the particle size, which is nominally 30 µm, and the second is the build layer height which is 40 µm. Since the coupon was angled at 45 deg while being built,
one would expect that any patterns from the build layers would manifest themselves as 56.6 \mu m (\sqrt{2} \times 40 \mu m) in the flow direction. Judging by the uncertainty magnitudes of k shown in Fig. 8(f), only three of the six surfaces (CoCr upward-facing, CoCr downward-facing, and Inco upward-facing) appear to clearly have a dominant length scale. The roughness length scale of the CoCr upward-facing and downward-facing surfaces seems to be dominated by the build layer thickness as they are both around 50 \mu m. The Inco upward-facing coupon has a higher correlation length of about 85 \mu m. The reason for this is unclear, but it is suspected that some layers overlap and create a pattern that is larger than the build layer height. Of the three remaining surfaces, all appear to have different length scales, but their large uncertainty renders observations inconclusive. The correlation length of the vertical CoCr surface appears to be dominated by the particle size length scale while that of the downward-facing Inco surface seems to be strongly influenced by the build layer height. As with the Inco upward-facing surface, the Inco vertical surface has a very long correlation length for which it is unclear why.

Since the flow and heat transfer data reported previously [2] include the combined effect of all surface orientations (i.e., upward-facing, downward-facing, and vertical) and each surface orientation has been shown to differ in roughness from one another, the roughness measurements were combined into an area-weighted average value for each channel for comparison purposes. The areas used for weighting were those measured with the CT scans. The averaged roughness parameters for all coupons are shown in Table 2. One will quickly notice how similar each parameter is between all coupons of a given material. This is because the aspect ratio of all but the S-2x-Co and S-2x-In is very similar.

All the results shown in Table 2 are consistent with what is observed in the SEM images. R_a, R_q, and R_z are greater for the CoCr coupons albeit only slightly. This is due to the greater roughness on the upward-facing and vertical surfaces of the CoCr coupons. The skewness is also larger with the CoCr coupons, which is primarily due to R_sk of the downward-facing surfaces of the CoCr coupons being much greater than that of the downward-facing surfaces of the Inco coupons. The area ratios, A_f/A, A_t/A_v, and A_f/A_v are very different between the CoCr and Inco coupons. The reason for this is the greater number of small roughness particles on the CoCr coupon surfaces as shown in Fig. 6. This results in more surface area on the CoCr coupons than the Inco coupons. When these ratios are used to calculate A, the resulting difference between the two materials is even more dramatic. However, within each set of coupons of the same material, there is little variation in this parameter.

**Table 2 Average coupon roughness parameters measured with an OP**

<table>
<thead>
<tr>
<th>Coupon</th>
<th>R_a (\mu m)</th>
<th>R_q (\mu m)</th>
<th>R_z (\mu m)</th>
<th>R_sk</th>
<th>R_w</th>
<th>\lambda (\mu m)</th>
<th>A_f/A</th>
<th>A_t/A_v</th>
<th>A_f/A_v</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>L-1x-Co</td>
<td>12.51</td>
<td>16.69</td>
<td>147.84</td>
<td>1.25</td>
<td>5.78</td>
<td>43.84</td>
<td>1.75</td>
<td>2.83</td>
<td>0.424</td>
<td>11.49</td>
</tr>
<tr>
<td>L-2x-Co</td>
<td>12.50</td>
<td>16.68</td>
<td>147.76</td>
<td>1.25</td>
<td>5.77</td>
<td>43.82</td>
<td>1.75</td>
<td>2.83</td>
<td>0.424</td>
<td>11.49</td>
</tr>
<tr>
<td>M-1x-Co</td>
<td>12.55</td>
<td>16.74</td>
<td>148.14</td>
<td>1.25</td>
<td>5.78</td>
<td>43.93</td>
<td>1.75</td>
<td>2.82</td>
<td>0.425</td>
<td>11.48</td>
</tr>
<tr>
<td>M-2x-Co</td>
<td>12.64</td>
<td>16.86</td>
<td>148.98</td>
<td>1.25</td>
<td>5.78</td>
<td>44.16</td>
<td>1.76</td>
<td>2.82</td>
<td>0.425</td>
<td>11.47</td>
</tr>
<tr>
<td>S-2x-Co</td>
<td>11.40</td>
<td>15.18</td>
<td>137.68</td>
<td>1.23</td>
<td>5.69</td>
<td>41.01</td>
<td>1.72</td>
<td>2.86</td>
<td>0.422</td>
<td>11.62</td>
</tr>
<tr>
<td>L-1x-In</td>
<td>10.83</td>
<td>14.15</td>
<td>113.32</td>
<td>0.93</td>
<td>5.96</td>
<td>71.14</td>
<td>1.27</td>
<td>9.75</td>
<td>0.230</td>
<td>231.9</td>
</tr>
<tr>
<td>L-2x-In</td>
<td>10.79</td>
<td>14.11</td>
<td>113.05</td>
<td>0.93</td>
<td>5.97</td>
<td>71.17</td>
<td>1.27</td>
<td>9.75</td>
<td>0.230</td>
<td>231.5</td>
</tr>
<tr>
<td>M-1x-In</td>
<td>10.52</td>
<td>13.78</td>
<td>110.81</td>
<td>0.96</td>
<td>6.05</td>
<td>71.35</td>
<td>1.26</td>
<td>9.77</td>
<td>0.227</td>
<td>228.3</td>
</tr>
<tr>
<td>M-2x-In</td>
<td>10.63</td>
<td>13.91</td>
<td>111.66</td>
<td>0.95</td>
<td>6.02</td>
<td>71.28</td>
<td>1.27</td>
<td>9.76</td>
<td>0.228</td>
<td>229.5</td>
</tr>
<tr>
<td>S-2x-In</td>
<td>9.27</td>
<td>12.26</td>
<td>100.36</td>
<td>1.11</td>
<td>6.44</td>
<td>72.22</td>
<td>1.23</td>
<td>9.82</td>
<td>0.214</td>
<td>213.2</td>
</tr>
</tbody>
</table>

---

**Heat Transfer and Pressure Loss Correlations.** Efforts to correlate the roughness effects just discussed to the equivalent sand grain roughness using approaches found in the literature proved fruitless. Using the same approach taken by van Rij et al. [18], Bogard et al. [20], and Bons [21] was not successful because of the significant difference in A between the CoCr and Inco coupons. Because the flow and heat transfer through the coupons of
the same geometry were not very different between the two materials. A was not an effective parameter to correlate with. Other approaches described by Bons [8], Goodhand et al. [16], and Flack and Schultz [22] were also attempted with little or no success. The lack of success likely lies in the fact that these studies were investigating external flows where the boundary layer growth was not constrained by walls.

Surprisingly, one of the simplest statistical measures of channel roughness, $R_d/D_h$, correlated best with the relative equivalent sand grain roughness, $k_i/D_h$, in the fully turbulent regime measured previously by the authors [2]. Figure 9 shows these two variables plotted against each other for all DMLS coupons alongside data from the literature which include air flow through rough channels [9], liquid nitrogen flow through rough microchannels [23], air flow through very rough microchannels [24], and air flow through channels with various rib configurations [25]. The DMLS data show error bars that represent the statistical uncertainty of $R_d/D_h$ and the experimental uncertainty of $k_i/D_h$. A linear fit of the data given by Eq. (9) agrees quite well with the data from the literature except for the ribbed channel data. The reason for this is that the organized roughness of a ribbed channel generates secondary flows that significantly alter the friction. Such secondary flows are not formed by the random roughness of the DMLS channels. The ribbed channel data show that this correlation is best for randomly rough surfaces only

$$\frac{k_i}{D_h} = 18 \frac{R_d}{D_h} - 0.05 \quad (9)$$

Users of this correlation should keep in mind one additional limitation. This correlation is only valid for $R_d/D_h > 0.0028$ as values below this threshold result in a negative $k_i/D_h$. Relative equivalent sand grain roughness should be assumed to equal zero for $R_d/D_h < 0.0028$. The ability of this new correlation to predict the friction factor was examined by substituting the $k_i/D_h$ predictions of each coupon into Colebrook’s equation given in Eq. (10) [26]. These predictions are plotted in Fig. 10 with the data. Although some data are underpredicted and others are overpredicted, there is good agreement for the most part

$$\frac{1}{\sqrt{f}} = -2.01 \log \left( \frac{k_i/D_h}{3.7} + \frac{2.51}{\text{Re} \sqrt{f}} \right) \quad (10)$$

As was done with the friction factor data, several approaches were taken in attempt to correlate heat transfer to measured roughness. The first approach examined the total surface area to see if increased surface area is responsible for the augmented heat transfer. This was unsuccessful because the difference of $A_i/A$ shown in Table 2 is small between the various geometries for a given material and is large between materials. Factors such as Biot number and flow dynamics around the roughness elements are impacting the heat transfer augmentation in addition to the total surface area.

The method that was most successful followed a two-layer model technique used by many [27] which was first introduced by Prandtl [28]. Gnielinski’s model [29], given in Eq. (11) in terms of a Nusselt number, $Nu$, has become one of the most commonly used correlations based on Prandtl’s two-layer model and was used here as the basis for developing a correlation. The constants in this new correlation were determined using a fitting algorithm that varied the constants in Gnielinski’s correlation while keeping the friction factor and the Prandtl number, $Pr$, fixed to best match the data. The resulting correlation is given in Eq. (12). Notice that Eq. (12) contains $Pr$ just as the Gnielinski correlation; this was retained for consistency. Because air was the only fluid used in all the experiments, this correlation should only be used to predict heat transfer of fluids where $Pr \approx 0.7$. It should also be noted that this correlation is for turbulent flows only ($Re > 2300$)

$$Nu = \frac{f/8(Re - 1000)Pr}{1 + 12.7 \sqrt{f/8(Pr^{2/3} - 1)}} \quad (11)$$

$$Nu = \left( \frac{Re^{0.5} - 29}{0.6(1 - Pr^{2/3})} \right) \quad (12)$$

The accuracy with which Eq. (12) is able to predict the $Nu$ was examined by comparing it to the heat transfer data from the authors’ previous paper [2]. For this, two different approaches were taken. The first assumes that no friction information is known a priori, and $f$ in Eq. (12) needed to be estimated. To estimate $f$, the measured roughness given in Table 2 was used to predict $k_i/D_h$ by means of Eq. (9). This prediction was then used in the Colebrook equation given in Eq. (10) to obtain a prediction of friction factor which was used to predict $Nu$ using Eq. (12). The result of this prediction is shown in Fig. 11 for the Inco coupons and in Fig. 12 for the CoCr coupons. The estimates fall within $\pm 30\%$ of all the data, but many of the predictions are much closer.
The second approach utilized the friction information to predict \( \text{Nu} \). The friction factor data for these coupons were used in Eq. (12) to estimate \( \text{Nu} \); a comparison of the prediction and the data is given in Fig. 13 for the Inco coupons and Fig. 14 for the CoCr coupons. This method cuts the variation from \( \pm 30\% \) to \( \pm 15\% \). However, most of the data are within a few percent of the prediction. This second approach gives better results than the first because there is less uncertainty in the prediction of friction factor in the second approach. Predictions for the data reported by Weaver et al. [9] and Snyder et al. [3] were made using both approaches; these predictions fall within 30\% for both methods.

The usefulness of this new correlation is best understood by comparing it to Gnielinski’s correlation. Both equations were solved over the range \( 3000 < \text{Re} < 30,000 \) and for three different values of \( k_s/D_h \) (0.1, 0.2, and 0.4); the Colebrook equation was used in both cases to estimate \( f \) from the given \( k_s/D_h \). The estimate of \( \text{Nu} \) from the Gnielinski correlation is about twice as high as the estimate from Eq. (12) at \( \text{Re} = 3000 \) and about eight times too high at \( \text{Re} = 30,000 \). This new correlation is much more capable of predicting flow for relative roughness between 0.07 \(< k_s/D_h < 0.5 \). Using this correlation outside of this range, particularly at lower values of \( k_s/D_h \), may give erroneous predictions.

These correlations are believed to be generally applicable to internal channels made with laser powder bed fusion from powder that is comparable in size to the work previously reported [2], which describes the characterization of channels made from two different powder types. The fact that comparisons were made using coupons with two different materials whereby the flow friction and heat transfer experiments gave the same results despite strong differences in surface morphology for the two different materials gives credence to the generality of the correlations reported.

Conclusions

AM shows great potential for being used commonly in future gas turbine engines. Understanding the benefits and limitations of processes like DMLS is necessary for designers to properly use this technology. Past studies have shown that the roughness resulting from metal parts made with AM has a strong impact on the flow friction and heat transfer.

This study focused on characterizing the morphology and quantifying the roughness of microchannel surfaces made with DMLS.
to develop correlations that relate the physical roughness measurements to the effect the roughness has on the flow friction and heat transfer. Measurements were collected by means of CT scanning, optical profilometry, and scanning electron microscopy. Results from the SEM showed that most roughness elements are powder particles that sinter or partially melt to the surface during the build process. The CoCr coupons appeared to have more particles adhered to the surfaces giving them higher roughness values than the Inco coupons. Of all the parameters present in the literature used to quantitatively express roughness, the relative arithmetic mean roughness, \( R_a \), related best with the relative equivalent sand grain roughness, \( k_s \). A correlation was presented that correlates \( R_a/D_h \) with \( k_s/D_h \) for use of estimating the friction factor of flow through a DMLS rough channel. Results of this correlation were in fair agreement with the flow data. A heat transfer correlation is also presented which predicts the Nusselt number of flow through DMLS microchannels using predictions or measurements of friction factor. This new correlation agrees well with the experimental data and significantly improves upon correlations widely used for flow through channels. Results from this paper provide necessary tools for designers that use AM for building parts with small flow channels.
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Nomenclature

\[
A = \text{flat area} \\
A_{\text{cross}} = \text{cross-sectional flow area} \\
A_{\text{cond}} = \text{conductive cross section area} \\
A_{\text{conv}} = \text{wetted surface area} \\
A_f = \text{forward-facing area} \\
A_t = \text{total surface area} \\
A_w = \text{windward wetted surface area} \\
ACF = \text{autocorrelation function} \\
B_l = \text{Biot number} \\
d = \text{diameter of round channel} \\
D = \text{roughness element diameter} \\
D_h = \text{hydraulic diameter (4A_/p)} \\
f = \text{Darcy friction factor} \\
h = \text{convective heat transfer coefficient} \\
k = \text{thermal conductivity of coupon} \\
k_{\text{air}} = \text{thermal conductivity of air} \\
k_s = \text{equivalent sand grain roughness} \\
n = \text{number of data points} \\
N_u = \text{Nusselt number (hD_h/k_{\text{air}})} \\
p = \text{perimeter} \\
Pr = \text{Prandtl number} \\
R_a = \text{arithmetic mean roughness} \\
R_{\text{cond}} = \text{conductive thermal resistance} \\
R_{\text{conv}} = \text{convective thermal resistance} \\
R_k = \text{kurtosis of roughness} \\
R_{\text{rms}} = \text{root-mean-square roughness} \\
R_s = \text{skewness of roughness} \\
R_L = \text{mean roughness depth} \\
Re = \text{Reynolds number (VD_h/u)} \\
S = \text{channel pitch} \\
V = \text{mass-averaged fluid velocity} \\
z = \text{roughness height coordinate} \\
\lambda = \text{roughness correlation length} \\
A = \text{roughness density and shape parameter} \\
\mu = \text{mean surface height} \\
\nu = \text{fluid density}
\]

Greek Symbols

\[
\alpha = \text{global roughness contrast} \\
\beta = \text{laminar flow transition constant} \\
\delta = \text{local roughness contrast} \\
\eta = \text{heat transfer enhancement factor} \\
\theta = \text{heating angle}
\]
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