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Higher efficiency and greater performance in gas-turbine engines can be achieved by increasing the combustion temperature but is limited by durability concerns for downstream hardware. Large-scale dilution cooling flows can be injected in the combustor to promote mixing and reduce incoming temperatures, but this generates spatial and temporal nonuniformities for the first row of turbine vanes. The lack of uniformity is exacerbated as combustor designs are reduced in length to reduce overall engine weight, but little is known about how the vane surface conditions are affected. This work computationally modeled the flow in a previously studied nonreacting combustor simulator, using both time-average (steady Reynolds-averaged Navier–Stokes, RANS) and time-dependent (delayed detached-eddy simulation, DDES) analyses. The effect of several dilution hole configurations on the adiabatic wall temperature and heat transfer coefficient of the first vane were studied in the time-average approach. Configurations in which the dilution jets were closer to the vane resulted in some vane surface cooling but also significant flow nonuniformity at the turbine inlet, high vane temperature gradients, and increased heat flux to the vane. Heat transfer coefficient augmentation on the vane pressure side was more than three times higher than without upstream dilution, for dilution jets close to the vane. The time-dependent DDES analysis predicted a larger degree of mixing and more uniform vane temperatures, relative to the RANS analysis, but also indicated anisotropy of the turbulence entering the turbine, which cannot be correctly captured by a RANS approach. Refinement of the time-dependent analysis in a region around the dilution jets did not significantly change the turbine inlet flowfield and had only a minor impact on the predicted vane surface temperature. Overall, the results indicate that nonuniform flow in the combustor can significantly impact vane temperature but should be modeled using scale-resolving simulations for best accuracy.

Nomenclature

$C = \text{vane true chord, } 59.4 \text{ cm}$

$C_{p} = \text{nondimensional static pressure; } (P_{\infty} - P_{T})/(1/2 \rho U^{2})$

$C_{t} = \text{convective heat transfer coefficient, } W/(m \cdot K)$

$I = \text{momentum flux ratio between jet and freestream; } \rho_{j}V_{j}^{2}/\rho_{\infty}V_{\infty}^{2}$

$k = \text{turbulent kinetic energy; } (1/2)(u^{2} + v^{2} + w^{2})$, $m^{2}/s^{2}$

$L_{k} = \text{estimated Kolmogorov scale, } m$

$\text{NHFR = net heat flux reduction}$

$\dot{P} = \text{pressure, Pa}$

$Pr_{j} = \text{mass-average turbine inlet plane static pressure, Pa}$

$q' = \text{wall heat flux, } W/m^{2}$

$s = \text{vane span, } 54.6 \text{ cm}$

$t = \text{time, } s$

$T = \text{temperature, } K$

$U = \text{time-average axial velocity, } m/s$

$U_{in} = \text{domain inlet velocity, } m/s$

$U_{\infty} = \text{mass-average turbine inlet axial velocity (space- and time-average), } m/s$

$u = \text{axial velocity (x direction), } m/s$

$V = \text{magnitude of velocity, } m/s$

$\text{Vol} = \text{volume of cell, } m^{3}$

$v = \text{pitchwise velocity (y direction), } m/s$

$w = \text{spanwise velocity (z direction), } m/s$

$x, y, z = \text{global coordinates (axial, pitchwise, spanwise), } m$

$y^{+} = \text{nondimensional wall distance based on wall shear; } y \sqrt{\tau_{w}/\rho \nu}$

$\alpha = \text{molecular thermal diffusivity, } m^{2}/s$

$\delta = \text{turbulence dissipation rate per unit mass, } m^{2}/s^{3}$

$\eta = \text{nondimensional surface temperature; } (T_{\infty} - T_{aw})/ (T_{\infty} - T_{c})$

$\phi = \text{nondimensional freestream temperature; } (T_{\infty} - T)/ (T_{\infty} - T_{c})$

$\mu_{GS} = \text{subgrid-scale turbulent viscosity, } (kg \cdot m)/s^{2}$

$\mu = \text{turbulent viscosity, } (kg \cdot m)/s^{2}$

$\nu = \text{kinematic viscosity, } m^{2}/s$

$\rho = \text{density, } kg/m^{3}$

$\theta = \text{non-dimensional metal temperature; } (T_{\infty} - T_{\infty} - T_{c})/ (T_{\infty} - T_{c})$

$\omega = \text{specific turbulence dissipation rate, } 1/s$

$\omega_{aw} = \text{adiabatic wall condition}$

$c = \text{cooled condition}$

$i = \text{Cartesian coordinate index}$

$s = \text{surface (nonadiabatic) condition}$

$\omega = \text{without dilution flow}$

$w = \text{wall condition}$

$\infty = \text{freestream condition}$

$\tilde{O} = \text{rms of quantity}$
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I. Introduction

GAS-TURBINE engine efficiency can be improved by increasing the combustion temperature and by decreasing the amount of uncombusted cooling air required to prevent component overheating. More effective component cooling with less coolant requires a more precise understanding of thermal loads on hot-section components. The first row of nozzle guide vanes downstream of the combustor are subjected to some of the highest heat loads in the engine. They are cooled with film cooling on the vane outer surfaces (small-scale coolant flows) as well as internal cooling through...
interior channels. However, the amount of vane cooling required is highly dependent on the incoming conditions, including both the distribution of the temperature field as well as the turbulence of the flow.

In a typical aeroengine rich–quench–lean (RQL) style combustor, turbulent flow is desirable to provide adequate mixing for completion of combustion as well as for dilution of hot products. Dilution cooling is accomplished by injecting uncombusted air into the combustor through large holes in the casing. These jets-in-crossflow produce turbulent vortical structures in their wakes and within the jet itself (Fric and Roshko [1]). The turbulence mixes and homogenizes the combusted flow, but some turbulent structures propagate downstream.

In industry, combustor modeling has evolved to capture the important dynamical motions of the flow via turbulent scale-resolving methods. However, in the turbine design, the spatial and temporal variation of these structures are often neglected, and the turbine inlet condition is reduced to an area-average value or possibly a circumferentially averaged profile (Barringer et al. [2]). Flow through the turbine inlet plane is nonuniform not only in space but also in time, resulting in nonuniform, time-variant thermal loading on the vanes. These nonuniformities may be further exacerbated by the reduction of gas-turbine core size for next-generation ultrahigh-bypass-ratio engines (Epstein [3]), where the combustor may need to be even more compact (McKinney et al. [4]). Understanding these effects is important to optimize cooling, so that gains in propulsive efficiency from high bypass ratios are not offset by losses in engine thermodynamic efficiency due to increased cooling requirements.

This computational study examines the effect of dilution flow interaction with a downstream turbine vane, based on a simplified geometry studied experimentally by Vakil and Thole [5]. The effect of dilution hole location is investigated using a steady Reynolds-averaged Navier–Stokes (RANS) approach. The importance of a turbulent scale-resolving (delayed detached-eddy simulation, DDES) approach is investigated for the baseline experimental dilution configuration, and the impact of refining the DDES model is tested.

II. Previous Studies

Several studies have compared the effects of dilution hole parameters on time-average combustor exit flowfields. Holdeman and Walker [6] studied the effects of momentum flux ratios, diameter ratios, density ratios, and downstream distance of injection on jet penetration and temperature profiles of a single row of jets. Momentum flux ratio and diameter ratio proved to be the dominant variables, with penetration and mixing increasing with increasing momentum ratio and increasing jet diameter. Holdeman et al. [7] studied the mixing length of opposed and offset rows of jets more representative of a gas-turbine combustor and found that opposed configurations were most effective in homogenizing the temperature field downstream. Stevens and Carrotte [8] studied the effects of equally spaced jets in an annulus and discovered that the counter-rotating vortex pair is random asymmetrical. The twisting temperature contours that result are responsible for pitchwise asymmetry of the temperature distribution. The counter-rotating vortex pair dominates the flowfield downstream of the dilution jets. Stevens and Carrotte [9] further investigated the effects of jets in crossflow and concluded that the flowfield varies randomly from one jet to another and because each jet has its own mixing characteristics. This is responsible for the irregularity of the temperature within the annulus.

Dai et al. [10] studied multiple jets in confined crossflow and compared the effectiveness of directly opposed and staggered configurations. In the near field, directly opposed jets have better initial mixing than staggered jets at their respective optimum conditions. However, properly spaced staggered jets form a different vortex pattern, and the temperature and velocity contours at the combustor exit are more uniform relative to opposed jets. The staggered jets produce a larger-length-scale counter-rotating vortex pair that increases mixing. Barringer et al. [2] measured exit profile conditions with and without dilution flow in the low-speed recirculating wind tunnel combustor simulator modeled in this study. The results of the study invalidated the common assumptions of either a constant total pressure field or a turbulent boundary layer for vane inlet conditions and found that turbulent length scales exiting the combustor were on the order of the dilution jet diameter.

Some studies have investigated combustor flowfields in more detail. Vakil and Thole [5] measured thermal fields and mean and fluctuating velocities generated by the dilution jets in the same combustor simulator of Barringer et al. [2]. Kidney-shaped thermal fields were present, indicating the presence of counter-rotating vortex pairs. The directly opposed dilution jets in that study impacted one another, evidenced by the spreading of the kidney-shaped contours in the mainstream. A recent study by Cha et al. [11] examined the nozzle guide vane inlet plane using an annular combustor simulator. The study concluded that the turbine inlet is dominated by the upsteam dilution jet dynamics, is highly turbulent, and is highly nonuniform with regard to temperature distribution. However, there were no measurements shown for the vane.

Computational modeling of combustor flowfields is now commonly done using high-fidelity methods such as large-eddy simulations (LES) or related variants (di Mare et al. [12], Mooin and Apte [13], Patil and Tafti [14], Boudier et al. [15]). To capture the complex fluid dynamics and chemistry that occurs, Cha et al. [16] reported that time-averaged LES and RANS calculations of velocity and turbulence intensity at the combustor exit agree with experimental trends, with LES producing more accurate data than RANS. Peak turbulence intensities at the turbine inlet plane are approximately 35%, with turbulence generated mainly by the dilution jets.

However, high-fidelity computational fluid dynamics (CFD) has not yet become as common for the turbine, due to the much higher Reynolds numbers and compressibility effects that are computationally expensive to simulate. This has led to various coupling approaches to transfer information from the combustor to the turbine. A common form is to link two separate codes, optimized for their respective flow regimes. Salvadori et al. [17] proposed loosely coupled and decoupled approaches to merge the high-fidelity CFD model in a combustor with the RANS model typically used in a turbine. Insinina et al. [18] coupled separate RANS solvers for a swirl-stabilized combustor and a turbine, respectively, and validated the coupled solution using turbine vane surface pressures. A full-engine simulation was performed by Medic et al. [19], which linked compressible RANS solvers in the compressor and turbine with an LES solver in the combustor using a separate coupling code.

Another combustor–turbine coupling approach that is gaining popularity is to adapt the code to handle both the low-speed highly turbulent chemically reacting regime and the high-speed turbine regime simultaneously. Klapdor et al. [20] adapted a pressure-based scheme to handle both the low-speed combustor and high-speed turbine but used a RANS approach throughout to model the turbulence. Andreini et al. [21] used a relatively new partial scale-resolving approach called scale-adaptive simulation (SAS), which can enable LES-like behavior in regions with large-scale turbulent motions but revert to unsteady RANS in regions with low instability. Comparison to a combustor–turbine sector rig indicated better prediction of the combustor exit flow and temperature field with SAS versus a steady RANS approach, although no vane was modeled in the study.

In the turbine, it is well known that high turbulence levels and nonuniform temperature profiles can affect vane heat transfer, although many studies intentionally consider uniform inlet velocity at the turbine inlet plane. A series of studies by Ames (Ames [22], Ames et al. [23], and Ames et al. [24]) found that the heat transfer at the stagnation and on the pressure side of the vane is heavily augmented by large-scale high-intensity turbulence. Radomsky and Thole [25] simulated combustor-relevant freestream turbulence levels of 20% and concluded that turbulence levels do not decay in the vane passage but rather remain elevated and continue to augment heat transfer along the entire surface of the vane. More sophisticated combustor–turbine simulators have come online recently (Barringer
et al. [26], Povey and Qureshi [27], and Basol et al. [28]), underscoring the interest in capturing combustor–turbine interactions at higher fidelity, and yet vane surface quantities are not reported in much detail. A recent conjugate CFD study of a cooled vane by Griffithi et al. [29] indicated some potentially severe impacts to cooling uniformity and vane temperature for realistic nonuniform turbine inlet conditions.

This study computationally replicates the nonreacting experimental study of Vakil and Thole [5], which has a simple combustor geometry and well-defined boundary and geometry conditions. For the purpose of validation of the study at hand, the effects of reacting flow are considered to be secondary relative to the significant flow disturbance of the dilution jets. A recognized limitation of this assumption is that there may be secondary reactions occurring in the shear layers of the coolant jet that could increase the temperature of the dilution flow; however, the large diameter of the dilution jets and the high momentum flux ratios studied here would still provide a significant amount of cold air. The unique aspects of this work are the consideration of a dilution jet flowfield on the spatially and temporally resolved turbine inlet condition and vane heat transfer as well as the effects of a wide range of dilution hole positions on vane cooling.

III. Computational Setup

The combustor simulator of Vakil and Thole [5], modeled in this study, is shown in Fig. 1, including the large low-speed wind tunnel to which the simulator is attached. The tunnel has temperature conditioning heat exchangers and an electric heater upstream of the combustor simulator to generate temperature variation between core and dilution flow. The linear simulator is periodic in the pitchwise (Y) direction, which enables a single vane to be modeled in this study, conserving computational resources. The combustor simulator has two rows of large dilution holes, with one hole in the first row and two half-holes in the second row (in a periodic mesh straddling the vane), and it is designed to simulate a typical aeropropulsion RQL combustor in both the convergence geometry and the fluid dynamic scaling (momentum flux ratios, dilution mass addition). For this study, no combustor liner effusion holes are modeled; these are not expected to have an impact on the dilution jet trajectory or the mixing in the midspan of the tunnel. The vane is based on an aeroengine first vane (Kang et al. [30]) and is located directly downstream of the combustor simulator. Dilution flow conditions for Vakil and Thole [5] are shown in Table 1.

The computational mesh of the combustor simulator and vane was generated in Pointwise. The computational domain is shown in Fig. 2. The periodicity in the experiment was exploited in the domain development. For all simulations in this study, the computational mesh was structured (hexahedral) in the vane boundary layer, with the first grid point from the vane surface at a $y^+$ ~ 1 and an expansion ratio of 1.3. Unstructured (tetrahedral) mesh was employed throughout the rest of the domain.

Boundary conditions for the model were set to the same conditions as the experiment, including the inlet velocity to the domain. Dilution plenums were constructed for each hole, to provide independent control over the dilution flowrates. Mass flow inlet boundary conditions were set on each of the dilution plenums, to the same conditions as the Vakil and Thole [5] study (see Table 1). All other surfaces were modeled as no-slip adiabatic walls.

The vane surface was modeled in two ways, with two separate simulations, to obtain both the adiabatic film temperature and heat transfer coefficients on the vane. The adiabatic film temperature $T_{f,aw}$ was obtained by setting the vane surface to adiabatic, with coolant injected at the temperatures in the reference study. The vane surface temperature was nondimensionalized as an adiabatic film effectiveness $\eta$ using the mainstream and coolant temperatures:

$$\eta = \frac{T_{aw} - T_{f,aw}}{T_{aw} - T_c}$$  \hspace{1cm} (1)

To obtain heat transfer coefficients, the vane surface temperature was fixed at a constant value ($T_c = 300$ K), different from the temperatures of the dilution or mainstream flows. Then, the heat transfer coefficient $h$ was obtained by dividing the computed vane surface heat flux by the difference between the fixed vane surface temperature and the adiabatic wall temperature from the adiabatic study:

$$h = \frac{q''}{T_s - T_{aw}}$$  \hspace{1cm} (2)

<table>
<thead>
<tr>
<th>Dilution</th>
<th>Mass flow addition based on local flow rate, %</th>
<th>Momentum flux ratio based on local mass-averaged velocity</th>
<th>Mass flux ratio based on local mass-averaged velocity</th>
<th>Density ratio based on upstream flow conditions</th>
<th>Ratio of mass-averaged velocity to domain inlet velocity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>18.5</td>
<td>128</td>
<td>12</td>
<td>1.12</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>12.5</td>
<td>32</td>
<td>6</td>
<td>1.12</td>
<td>1.6</td>
</tr>
</tbody>
</table>

Table 1 Dilution flow conditions of Vakil and Thole [5], used in this study

Fig. 1 Experimental combustor simulator geometry of Vakil and Thole [5], modeled in this study.

Fig. 2 Periodic model of combustor simulator, including supply plenums for dilution flow.
This was done to preserve the slight density variation between the coolant and mainstream so that both the momentum flux ratio and density ratio of the jets were the same between adiabatic vane and constant-temperature vane studies.

A third type of simulation was performed to generate a no-dilution case as a reference. The same physical combustor geometry and turbine inlet Reynolds number were maintained, but the dilution inlets were converted to walls to prevent dilution flow. The vane was given the same constant temperature, and the heat transfer coefficient for no dilution flow was determined by dividing the computed vane surface heat flux by the difference between the fixed vane surface temperature and the mainstream inlet temperature:

$$h_o = \frac{q_o'}{T_s - T_\infty}$$  \hspace{1cm} (3)

The no-dilution case was used to normalize the heat transfer coefficients from the dilution flow cases. Note that this required the inlet velocity of this simulation to be adjusted so that the turbine inlet mass-averaged velocity (and thus turbine inlet Reynolds number) remained the same between the nondilution and dilution flow cases.

Properties for air were as follows: density was calculated with the incompressible ideal gas law, temperature dependence of molecular viscosity was modeled by Sutherland’s law, specific heat was constant at 1006.43 J/(kg · K), thermal conductivity was constant at 0.0242 W/(m · K), and molecular weight was 28.933 kg/kmol. Reference values for the simulation were a domain inlet velocity of $U_{in} = 1.93$ m/s, domain inlet temperature of $T_\infty = 332.19$ K, and a coolant inlet temperature of $T_s = 295.7$ K, in accordance with the boundary conditions of Vakil and Thole [5].

The solution-based grid adaption feature in ANSYS Fluent was used to refine the mesh locally in regions of high gradients, such as the jet shear layers shown in Fig. 3a, to improve resolution and study grid convergence. The computational meshes of the original configuration were refined by velocity gradient to increase grid size by 10% of total cell count of the previous mesh. Figure 4 shows the percent difference between mass-averaged quantities of turbine inlet velocity magnitude and area-averaged vane surface temperature from the adiabatic cases. The difference between the smallest mesh size (61% of largest mesh size) and the largest mesh size was less than 1%. The grid size used for all RANS cases in this study was 17.9 million cells (90% of largest mesh size).

A. Steady Reynolds-Averaged Navier–Stokes Simulations

An initial study of the effect of dilution hole position on turbine inlet flow uniformity and vane surface temperature was done using a steady Reynolds-averaged Navier–Stokes (RANS) approach. The steady incompressible Navier–Stokes equations in Reynolds-averaged form are given here in Cartesian tensor format, where the index ranges from 1 to 3; 1 corresponds to the $x$ direction, and 3 to the $z$ direction. The modeled mass, momentum, and energy conservation equations are

$$\frac{\partial U_i}{\partial x_i} = 0$$  \hspace{1cm} (4)

$$U_j \frac{\partial U_i}{\partial x_j} = \frac{\partial P}{\partial x_i} + \rho \left( \frac{\partial U_i}{\partial x_j} + \frac{\partial U_j}{\partial x_i} - u_i u_j \right)$$  \hspace{1cm} (5)

$$U_i \frac{\partial T}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \alpha \frac{\partial T}{\partial x_j} - u_i u_j T \right]$$  \hspace{1cm} (6)

The shear-stress transport (SST) $k - \omega$ model by Menter [31] was employed to close the RANS equations, using the Boussinesq approximation for the Reynolds stress and turbulent heat flux terms:

$$-\bar{u_i' u_j'} = \frac{\mu_t}{\rho} \left( \frac{\partial U_i}{\partial x_j} + \frac{\partial U_j}{\partial x_i} - \frac{2}{3} \delta_{ij} \right)$$  \hspace{1cm} (7)

$$-\bar{u_i' T} = \frac{\mu_t}{\rho Pr_t} \frac{\partial T}{\partial x_j}$$  \hspace{1cm} (8)

The turbulent viscosity $\mu_t$ is determined by solving additional conservation equations for the turbulent kinetic energy $k$ and specific dissipation rate $\omega$.
\[
U_j \frac{\partial k}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \left( \nu + \frac{\mu_t}{\rho \sigma_f} \right) \frac{\partial k}{\partial x_j} \right] + [2\mu_t S_{ij} S_{ij}] - \left[ (\beta^*) \tau_{ij} \right]
\]

\[
U_j \frac{\partial \omega}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \left( \nu + \frac{\mu_t}{\rho \sigma_f} \right) \frac{\partial \omega}{\partial x_j} \right] + \frac{\alpha}{\mu_t} \left( 2\mu_t S_{ij} S_{ij} \right) - \left[ \beta \omega^2 \right]
\]

\[
+ \left( 2(1 - F_1) \right) \frac{\partial k}{\partial x_j} \omega + \left( \frac{1}{\omega \sigma_{\alpha, 2}} \right) \frac{\partial}{\partial x_j} \left( \frac{\partial k}{\partial x_j} \right)
\]

(10)

The terms in the square brackets on the right side of Eq. (9) are the diffusion, production, and dissipation of turbulent kinetic energy, respectively. The square bracketed terms on the right side of Eq. (10) are the diffusion, production, and dissipation of specific dissipation rate, respectively. The turbulent viscosity is defined as

\[
\mu_t = \rho k \max\left[ \left( 1/\alpha^* \right), \left( SF_j/\alpha_1 \alpha_0 \right) \right]
\]

(11)

All model constants and blending functions in Eqs. (9) and (10) (see Menter [31,32]) are the standard values and formulations as implemented in Fluent, and the turbulent Prandtl number was fixed at the recommended value of 0.85.

The pressure-based formulation of the preceding equations was employed, with second-order spatial discretization and upwinding for convective terms. The SIMPLE pressure–velocity coupling scheme was used in the solution. The steady simulations were generally run for at least 12,000 iterations or longer and declared converged when residuals were less than 10^{-6} (energy less than 10^{-6}) and were unchanged for at least 200 iterations. Several other checks were also performed to determine convergence of the solution, including monitoring the area average pressure and temperature at the turbine inlet plane to confirm that it did not change by more than 1% over 500 iterations.

In all, five dilution hole configurations were studied, as shown in Fig. 5. The baseline configuration based on Vakil and Thole [5] had dilution jets that were directly in-line with each other on the top and bottom walls of the simulator (referred to as directly opposed). Two other directly opposed cases were analyzed: a shift of the baseline pattern toward the vanes by 50% of the streamwise distance to the vane (referred to as short mixing length), and a case with a dilution pattern that was shifted both in the streamwise direction (short mixing length) and in the pitchwise direction by 50% of the domain width, simulating clocking of the vane relative to the dilution pattern.

Two other cases were studied where the upper and lower dilution hole patterns were offset from each other by 50% of the domain width, which is more typical of combustor dilution designs. For these offset cases, one was the original configuration (long mixing length) offset with a 50% pitchwise shift, and the other was that same pattern shifted streamwise (short mixing length). The combination of cases investigates the effect of directly opposed versus offset dilution hole patterns, as well as the effect of streamwise mixing length, on the uniformity of the flow entering the turbine. The streamwise shift of the dilution pattern toward the vanes is not necessarily based on an industry trend or consideration of existing technology; however, there is constantly a desire to reduce overall engine weight as much as possible, and reduction in combustor length has multiple benefits, including both material reduction in the combustor as well as reduction of the shaft length between the turbine and compressor. Furthermore, this does appear to be a design consideration for modern RQL combustors (McKinney et al. [4]). In this study, the close proximity of the holes to the vane inlet for the short-mixing-length cases likely provides an upper bound for turbulence levels in a dilution scheme of this type.

B. Time-Resolved Simulations

Time-variant simulations of the baseline model were also examined in this study using the delayed detached-eddy simulation (DDES) model available in Fluent [32,33]. This method resolves turbulent structures in the main flowfield and models turbulence near the wall using unsteady RANS with the aforementioned SST $k - \omega$ turbulence model. DDES was deemed more practical for this flowfield than a full LES simulation because of the reduced resolution requirements and because the details of the boundary layer were of less interest than the evolution of the turbulent structures in the main flowfield.

The mathematical formulation of the DDES approach is a hybrid between large-eddy simulation (LES) and RANS. LES relies on a low-pass filtering operation for the Navier–Stokes equations, so that large low-frequency energetic eddies are exactly determined, and higher-frequency small eddies are modeled. ANSYS Fluent, the filter is based on the finite volume discretization of the domain; that is, eddies smaller than a computational cell are filtered, but their effect is represented by a subgrid-scale stress term (or enthalpy flux term for enthalpy transport). For regions near walls, where turbulent eddies naturally have a smaller scale, the DDES approach instead employs unsteady RANS to close the conservation equations, to avoid the need for increasingly small cell volumes. The filtered mass, momentum, and energy conservation equations for incompressible flow of a calorically perfect gas are nearly identical to Eqs. (4–6) but are repeated next:

\[
\frac{\partial U_i}{\partial x_i} = 0
\]

\[
\frac{\partial U_i}{\partial t} + U_j \frac{\partial U_i}{\partial x_j} = -\frac{1}{\rho} \frac{\partial P}{\partial x_i} + \frac{\partial}{\partial x_j} \left[ \nu \frac{\partial U_i}{\partial x_j} + \frac{\partial U_j}{\partial x_i} \right] - u_i^\prime u_j^\prime
\]

\[
\frac{\partial T}{\partial t} + U_j \frac{\partial T}{\partial x_j} = \frac{\alpha}{\mu_t} \left[ \frac{\partial T}{\partial x_i} - u_i^\prime T \right]
\]

(13)

(14)

Note here, however, that there are unsteady terms ($\partial / \partial t$), and the last terms in the square brackets on the right sides of Eqs. (13) and (14) are the filtered subgrid-scale stress and enthalpy flux, respectively. In the DDES approach chosen here, the determination of the subgrid-scale quantities is based on the SST $k - \omega$ turbulence model (Gritskевич et al. [33]), except the turbulent dissipation term...
in the $k$ equation is slightly modified:

$$U_j \frac{\partial k}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \left( \nu + \frac{\rho_{SGS}}{\rho k} \right) \frac{\partial k}{\partial x_j} \right] + \left[ 2 \mu_{SGS} S_{ij} S_{ij} - \left( \beta^* \right) k \omega F_{DES} \right]$$

(15)

The $F_{DES}$ variable in the turbulent dissipation term [last bracketed term in Eq. (15)] acts as a limiter for the turbulent dissipation in regions that can be modeled using the LES approach and is represented as

$$F_{DES} = \max \left[ \left( \frac{\sqrt{\beta}}{C_{des} \omega_{max} (1 - F_{SST})} \right) \cdot 1 \right]$$

(16)

where $F_{SST}$ is the zonal blending function of the SST $k - \omega$ model (Menter [31]). This formulation forces the model to follow a RANS approach near walls (delays the switch to the LES model). All model constants were kept to the default values.

The subgrid-scale viscosity is determined in exactly the same manner as for the SST $k - \omega$ turbulence model [Eq. (11)]. It is used with the gradient hypothesis model [Eq. (7)] to close the momentum equation, and the energy equation is closed using the gradient hypothesis model [Eq. (8)] for the subgrid-scale enthalpy flux, which includes the subgrid-scale viscosity and a subgrid-scale Prandtl number of 0.85.

The geometric model for the DDES simulations was identical to that shown in Fig. 2, with the same boundary conditions and dilution configuration as the baseline RANS study. Two mesh sizes were examined, with a nominal mesh of 12 million cells based on grid refinements from a RANS study and a refined mesh with 25 million cells. To obtain the refined DDES mesh, the turbulent dissipation from a baseline RANS model was used to estimate the Kolmogorov length scale per Eq. (4), and the adaption tools in Fluent were used to split cells with a ratio of cell size (estimated as cube root of cell volume $V$) to Kolmogorov length scale $> 100$ (Agarwal et al. [34]):

$$L_k = \left( \frac{\nu}{\epsilon} \right)^{1/4}$$

(17)

Figure 6 shows a centerline slice through the combustor, with contours of the ratio of cell size to estimated Kolmogorov scale, for the nominal and refined DDES grids. The refinement was primarily in the dilution zone, and for these time-resolved cases with a more accurate prediction of turbulent dissipation, a cell size/Kolmogorov ratio below 100 was mostly achieved for the refined DDES, with some regions near the dilution jets that could still be refined.

The DDES simulations used a production limiter option available in Fluent and default model constants for the RANS part of the model. For the nominal mesh size of 12 million cells, a time step of $2 \times 10^{-4}$ s was employed, so that the maximum convective Courant number was approximately 1. Unsteady simulations were run for five flow-through times in the domain (approximately 0.6 s for a single flow-through time) before sampling to ensure a statistically stationary flow. Monitors of velocity and temperature were employed throughout the flowfield to check statistical stationarity. After the simulation was determined to be statistically stationary, flow samples were collected for nine flow-through times. Figure 7 shows a comparison of the mean and rms of streamwise velocity at the turbine inlet plane, at the end of the eighth flow-through time versus the end of the ninth flow-through time. Only minor differences are noted between the results, suggesting temporally converged statistics.

The refined DDES simulation required a time step of $1.2 \times 10^{-4}$ s to achieve a maximum convective Courant number of 1. Because of computing resource limitations, only two flow-through times were computed before beginning statistical sampling, and the total sample time was five flow-through times. All other model constants and boundary conditions were identical to the nominal DDES case.

IV. Comparison to Other Studies

The predicted vane static pressure distribution at midspan for the no-dilution case is presented as vane local inviscid velocity normalized by mass-averaged turbine plane inlet velocity in Fig. 8.
The result compares very well to measurements by Radomsky and Thole [25] for the same vane, although their study had a uniform inlet area (no convergence). Vakil and Thole [5] did not measure vane surface quantities but set the combustor outlet to nominally the same vane inlet Reynolds number as Radomsky and Thole [25], and so the midspan vane flowfield without dilution was expected to be consistent.

The study by Vakil and Thole [5] modeled both dilution and combustor liner film cooling effects. The effects of film cooling are disregarded in this study because dilution flow dominates in the main gas path flowfield, and a majority of the coolant mass flow is supplied to the dilution holes. Figure 9 compares the predicted temperature field of the first-row dilution jet (on a plane passing through the center of the jet) for the steady RANS, the time-average of the nominal DDES, and the experimental results of Vakil and Thole [5]. The prediction of the jet trajectory using a correlation by Lefebvre and Ballal [35] is overlaid on each case. The DDES case follows the correlation trajectory almost exactly, with the steady RANS jet also well-approximated by the correlation. These stand in sharp contrast to the experimental measurements, which show the jet being bent significantly by the main flowfield and penetrating to a lower span height. The reason for the discrepancy is not clear; several checks were performed to compare the total mass addition as well as the local momentum flux of the dilution jets to the values reported in Vakil and Thole [5], which all agreed. Simulations performed using a reduced dilution mass flow resulted in a closer match to the experimental jet behavior. Dilution jets with 25% of the reported experimental mass flow (not shown) are the closest qualitative match to the experimentally reported jet penetration and entrainment.

A prior computational study by Stitzel and Thole [36] of the same combustor simulator used by Vakil and Thole [5] produced results with similar trends to the current computational study. As seen in Fig. 10, the computation by Stitzel and Thole [36], which used steady RANS with an Renormalization Group (RNG) $k-\varepsilon$ turbulence model and symmetry planes at the combustor midspan, also shows strong jet penetration and a large recirculation region upstream of the first row of dilution holes. Note that the streamlines for the cases from this study are not enforced to be symmetric, and the steady RANS computations exhibited sensitivity to small mispredictions of the dilution jet trajectories.

V. Results

This section first describes the impact of dilution hole location on the turbine inlet flow uniformity and vane surface heat transfer using steady RANS simulations. Then, the RANS solution for the baseline
configuration is compared to a DDES calculation on the nominal grid size. Finally, the effect of grid refinement on the DDES solution result is investigated.

A. Effect of Dilution Hole Location

Figure 11 shows the steady RANS predictions of the effect of dilution hole location on the nondimensional surface temperature of the combustor walls and the turbine vane. Isosurfaces of nondimensional fluid temperature at \( \theta = 0.55 \) are also shown, to indicate the trajectory of the dilution jets. Note that the surface nondimensional temperature \( \eta \) and the fluid nondimensional temperature \( \theta \) have identical definitions. A recognized limitation of this study is the lack of reacting flow physics that might impact the flow and temperature fields around the dilution. In particular, there could be secondary reactions occurring in the high-turbulence regions of the dilution jets, such that the average temperature around the jet is increased. Recent studies of isolated reacting jets show chemiluminescence (indicative of reactions) up to two jet diameters (Wagner et al. [37]) or even 10 diameters downstream (Sullivan et al. [38]). This could result in higher local temperatures at the turbine inlet plane than indicated in this study and should be considered in future work.

For the baseline case with directly opposed jets, the RANS model predicts very strong jet penetration (\( I = 128 \) for the first row), with
jets that impact each other in the midspan of the combustor. Because most of the cooling flow interacts at the midspan, there is little to no coolant on the combustor wall or the turbine endwall surfaces (recall liner effusion cooling is not modeled in this study). However, the RANS model predicts a distinct band of cooler fluid on the vane at its centerline. This coolant distribution is not ideal for turbine durability due to both the hot zones near the endwalls as well as temperature gradients between the endwall and center that would cause differential thermal expansion and cracking issues.

The opposed jet configuration with the long mixing length in Fig. 11b shows very little interaction between jets in a given row, but there appears to be a significant interaction between the first-row jet and a second-row jet, whereby the second-row jet at a lower effective momentum flux \( I = 32 \) is pressed down toward the wall. Because of this, the combustor wall and turbine endwall temperatures are cooler than in the baseline case, but the vane airfoil midspan temperature is warmer.

The remainder of the cases in Fig. 11 are for the short mixing length, where the dilution pattern is shifted toward the turbine vane by 50\% of the distance to the vane. In the directly opposed case with the short mixing length, the second-row dilution jets are predicted to impact directly on the vane pressure side and provide a significant amount of cooling. This may be a possible advantage in a short combustor design, whereby airfoil cooling could be reduced because of the dilution cooling. When the dilution pattern is clocked by half of a vane pitch, the large second-row dilution hole directly impacts the vane leading edge, causing even more cooling on the airfoil surface. However, all of the directly opposed cases for this short mixing length result in little to no cooling on the combustor walls or turbine endwalls, which creates severe temperature gradients in the vane. It is likely that there would need to be some significant cooling present for those surfaces (as is typical in current aeroengines, although not modeled here).

Finally, the effect of a short mixing length with an offset dilution hole pattern is seen in Fig. 11e. As for the long mixing length, an offset dilution hole pattern results in strong jet penetration for the first row. Unlike for the long mixing length, the second-row dilution jets in the short mixing length pattern are not suppressed by upstream jets and penetrate into the mainstream. This results in better mixing and more uniform distribution of wall temperatures on the airfoil and endwall surfaces, relative to the directly opposed configurations for the short mixing length.

Because of the flow disturbance of the dilution jets, especially for the short-mixing-length cases, it is possible that the local static pressure at the vane surface could be altered, which would impact local film coolant ejection (not modeled in this study). To examine the potential impact, Fig. 12 shows the nondimensional static pressure on the vane, referenced to the mass-average vane inlet plane static pressure and normalized by the mass-average vane inlet dynamic pressure resulting in a nondimensional pressure coefficient. Only the baseline case is shown for a long mixing length because differences between the two long-mixing-length cases were insignificant, and only two of the short-mixing-length cases are shown, which had the most extreme variation. Figure 12 indicates a slight localized increase in static pressure \( C_p \) values above 2 near the vane leading edge for the short-mixing-length cases, where the dilution jets are impacting the vane. The local pressure increase for the short-mixing-length cases relative to the baseline is about 1.4\% of the total pressure at the vane inlet, assuming an engine overall pressure ratio of 40, a turbine inlet temperature of 2100 K, and a vane inlet Mach number of 0.15. This could be an issue for the leading-edge cooling on the first vane, given that the coolant backpressure margin (percent increase in coolant supply pressure relative to local gas path pressure) is typically less than 10\%.

Figure 13 shows a comparison of normalized heat transfer coefficients on the vane surface for each configuration. The normalization was done by computing the vane surface heat transfer coefficient in the absence of dilution flow \( h_0 \), but with the exact same combustor convergence geometry as described earlier. The jagged striping in the contours is a result of near-wall streaks that were predicted in the no-dilution case. The origin of the streaks was unclear (the vane \( y^+ \) was sufficiently low for the SST \( k-\omega \) model, and the incoming flow was uniform and smooth) but may be related to Görtler vortex features that are partially resolved by the turbulence model (Winoto and Crane [39]).

It is clear from Fig. 13 that the majority of the impact of turbulent dilution flow on vane surface heat transfer is on the pressure side of the vane. Furthermore, for a given flow mixing length, the offset configuration results in lower heat transfer near the vane midspan than the directly opposed cases. Also, for a given dilution configuration, the heat transfer is nominally higher for a short mixing length versus the long mixing length. The highest surface heat transfer is from the case with a short mixing length and the second-row dilution jet directly impinging on the vane pressure side. This suggests that this configuration may not in fact be the best for vane surface cooling, as seemed to be the case in Fig. 11e.

Because both the adiabatic cooling effectiveness and heat transfer coefficient ratio were calculated, it is possible to compute a net heat flux reduction parameter (Sen et al. [40]), which indicates the potential reduction (or increase) in convective heat flux to the part for a cooling scheme. Net heat flux reduction is given as

\[
\text{NHFR} = 1 - \frac{q''}{q_0'} = 1 - \frac{h}{h_0} (1 - \eta\varphi)
\]  

where \( \varphi \) is a nondimensional metal wall temperature:

\[
\varphi = \frac{T_w - T_c}{T_w - T_{\infty}}
\]

In this analysis, \( \varphi \) is assumed to be 1.6 per the recommendation of Sen et al. [40]. Figure 14 shows NHFR on the pressure side of the vane.
vane for the various dilution configurations in this study. Values of NH greater than zero indicate that the cooling flow reduces heat flux to the vane relative to no cooling, whereas values less than zero indicate increased heat load to the part due to poor cooling and high gas path heat transfer coefficient. In general, the NHFR analysis indicates that there are regions of the vane that may experience increased heat flux, especially near the upper and lower endwalls where dilution coolant is scarce. Directly opposed cases (Figs. 14a, 14c, and 14d) have lower NHFR (higher heat load) near the endwall than opposed cases, due to the lack of penetration of the dilution jets. For the short mixing length with directly opposed jets (Figs. 14c and 14d), there is a significant cooling benefit at midspan, but a high heat load (low NHFR) near the endwalls, which would result in high thermal stresses in the vane. This is undesirable from a durability standpoint.

Often in turbine design, spatially or circumferentially averaged quantities (velocity, turbulence, temperature) are provided from higher-fidelity unsteady simulations done during combustor design. However, this can mask the complexity of the incoming flow and lead to mispredictions of vane temperature if nonuniformity is not properly understood. Figure 15 shows the mean streamwise velocity (axial direction) through the turbine inlet plane for the various dilution patterns examined. Note that the normalization parameter in Fig. 15 is the mass-average streamwise (x direction) velocity over the entire plane at this location. The plane is located about 18% of the vane chord upstream of the vane leading edge, and the view in the figures is looking upstream toward the dilution jets. Because of dilution flow mass addition and flow acceleration due to the convergence, the mass-average streamwise velocity at this location is approximately 2.7 times the domain inlet velocity. Note that the turbine inlet plane contours are not perfectly symmetric around the midspan, which would normally be expected for this symmetric combustor geometry. Although the RANS cases had low residuals and were considered converged by the metrics described earlier, the solutions were prone to instability due to the difficulty of the RANS model in capturing the time-average behavior of a naturally unsteady phenomenon.

For the baseline case in Fig. 15a, the turbine inlet velocity shows some nonuniformity associated with the dilution jet trajectories, with two low-velocity regions near the endwall and a high-velocity region near the center. The variation in streamwise velocity can be up to ±40% relative to the mass-average velocity at that location. In comparison, the offset case with the long mixing length (Fig. 15b) shows a minor improvement in velocity uniformity across the turbine inlet plane. For the short-mixing-length cases in Fig. 15, there are much stronger nonuniformities in the turbine inlet velocity, as might be expected because of the shorter distance between the jets and the turbine inlet. For the directly opposed case that was clocked by half vane pitch (Fig. 15d), the inlet velocity can vary more than 60% relative to the average. The effect of clocking the dilution pattern, specifically the low-velocity wake of the large second-row jet, is visible when comparing Fig. 15c versus Fig. 15d. For the offset case with the short mixing length (Fig. 15e), there are regions of very high streamwise velocity near the top and bottom walls, which are the remnants of a dilution jet from one wall impacting the opposite wall. This may not be advantageous for effusion cooling schemes on the combustor walls because the flow could strip off or disturb the effusion.

Figure 16 shows the local turbulence intensity predicted by the RANS model at the turbine inlet plane for the various dilution configurations. Local turbulence intensity was calculated by taking the square root of the local turbulent kinetic energy and normalizing by the same mass-average turbine inlet plane velocity. The baseline case with the directly opposed jets (Fig. 16a) shows turbulence levels of up to 35% at the midspan of the turbine inlet, with low levels of turbulence near the endwall. In contrast, the offset case for the long mixing length (Fig. 16b) has more uniform turbulence distribution, with levels nominally below 30% at midspan but higher turbulence closer to the top and bottom walls. Increased turbulence near the endwalls is likely the primary contributing factor to the increase in normalized vane surface heat transfer coefficients near the endwall in Fig. 13b because the mean flowfield in Figs. 15a and 15b is not much different between the baseline and the long-mixing offset dilution configurations.

The short-mixing-length cases in Fig. 16 have more nonuniform distributions of turbulence intensity, relative to the long-mixing-length cases. For the directly opposed short-mixing-length cases, turbulence levels are highest in the center of the turbine inlet plane, with levels up to 45%. This is much higher than the more commonly assumed level of approximately 20% from prior studies (Barringer et al. [2], Ames et al. [41], Van Fossen and Bunker [42], and Goebel
et al. [43]), although more recent experimental studies for both RQL-style (Leonetti et al. [44]) and swirl-stabilized combustors (Cha et al. [16]) indicate that turbulence levels may actually exceed 35%. The offset case for the short mixing length (Fig. 16e) has the highest overall turbulence intensity, with levels of 30% even close to the upper and lower turbine endwalls. Although these high levels of
turbulence are beneficial for mixing of combustion products, they do result in high convective heat transfer on the airfoil over a large part of its span (Fig. 13e).

Area-average quantities over the entire vane surface and mass-average quantities over the turbine inlet plane are shown in Table 2. For the vane surface, the directly opposed cases generally result in a greater area-average adiabatic cooling effectiveness than the offset cases, with the baseline configuration having the highest effectiveness. The offset configurations have the lowest average effectiveness for a given development length because the dilution jets do not directly impact the vane. Also shown in Table 2 is the average normalized heat transfer coefficient with dilution flow, where the normalization is the uniform inflow without dilution as described earlier. In all cases, the average normalized heat transfer coefficient on the vane is over 1.5 times larger than for uniform inflow due to the increase in flow turbulence. Long mixing lengths result in slightly lower average heat transfer augmentation, and the offset cases are the lowest overall heat transfer augmentation for a given development length. The highest vane heat transfer augmentation is the short mixing length with directly opposed jets located directly upstream of the vane; Fig. 11 indicates that the wake of the row 2 dilution jets directly impacts on the vane in this configuration.

Considering the turbine inlet plane mass-average results in Table 2, the offset cases have a cooler nondimensional temperature (higher $\theta$) entering the turbine than the directly opposed cases, and the shorter-mixing-length cases have generally an equal or higher $\theta$ than the long-mixing-length cases. This is due to the close proximity of the coolant flow to the turbine inlet plane in the short-mixing-length configurations producing cooler “cold regions” and warmer “hot regions” than the more fully mixed cases with a longer development length. The mass-average values of turbulence intensity, ranging from 24% for long development length to 43% for short development length, are somewhat higher than the commonly assumed 20% [2,30,31].

The local effect of the different combustor geometries on vane surface temperature is plotted along the vane leading edge in Fig. 17a. This figure shows the adiabatic effectiveness along the span of the vane leading edge, from lower ($z/S = 0$) to upper ($z/S = 1$) endwalls. Though all of the configurations have approximately the same midspan performance, the endwall thermal loading is very different. The offset configurations have a lower temperature (higher $\eta$) near the endwall than their directly opposed counterparts. In the short-mixing-length cases, the directly opposed and clocked configuration has a higher effectiveness at midspan than the short-mixing-length offset case except near the endwalls, due to the larger quantity of dilution air impinging directly on the leading edge. The long-mixing-length offset case has both the lowest endwall temperature (highest effectiveness) and the most uniform spanwise profile, which is generally why this configuration is most preferred in modern engine design.

Figure 17b is a plot of adiabatic effectiveness around the vane surface at 50% span (midspan). The average value at midspan for each configuration is approximately the same, with small differences between the pressure side and suction side. It is clear from this figure that longer mixing length results in a more uniform effectiveness profile around the vane. In cooling performance, the clocking of the short-mixing-length case results in a similar profile to the short-mixing-length offset case, with more cooling of the leading edge and less of the trailing edge, a result of the large amount of cooling air aligned with the leading edge very close to the vane.

The normalized heat transfer around the vane at 50% span is plotted in Fig. 18, where $s/C$ is the surface distance along the vane from the leading-edge stagnation normalized by the vane true chord, and positive $s/C$ is toward the suction side. To generate this plot, the

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Average values for the vane surface and turbine inlet plane</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vane surface area</td>
<td>Tunnel inlet plane mass</td>
</tr>
<tr>
<td>Case</td>
<td>Average</td>
</tr>
<tr>
<td>Baseline, long mixing length</td>
<td>0.41</td>
</tr>
<tr>
<td>Long mixing length, offset</td>
<td>0.37</td>
</tr>
<tr>
<td>Short mixing length, directly opposed</td>
<td>0.40</td>
</tr>
<tr>
<td>Short mixing length, offset</td>
<td>0.36</td>
</tr>
<tr>
<td>Short mixing length, directly opposed, clocked</td>
<td>0.38</td>
</tr>
</tbody>
</table>
surface heat transfer at a given $s/C$ was averaged over the middle 10% of the vane span ($\pm 5\%$ around midspan) to minimize the effects of the streakiness of the contours. The majority of the heat transfer coefficient augmentation occurs on the leading edge and pressure side of the vane, with augmentation between two to over three times that of the clean inflow. Also, the long-mixing-length cases exhibit lower augmentation than the corresponding short-mixing-length cases, and high augmentation regions on the vane leading edge generally track with the dilution jet trajectory (Fig. 11). The greatest augmentation factors occur for the cases with the jets that impinge directly on the vane (short mixing length directly opposed, and short mixing length directly opposed and clocked).

B. Comparison of Steady Reynolds-Averaged Navier–Stokes to Delayed Detached-Eddy Simulation

The time-average result (total of nine flow-through time samples, or 5.4 s) from the nominal-grid DDES solution of the baseline case is shown in Fig. 19. It is immediately apparent by comparing the

---

**Fig. 17** Vane nondimensional temperature a) along the leading edge ($Y = 0$), and b) around the vane at 50% span ($Z = 0.273$ m).

**Fig. 18** Normalized heat transfer coefficient for each case at 50% span.

**Fig. 19** Time-average results for the DDES solution of the baseline geometry on the nominal grid of 12 million cells.
isosurfaces of nondimensional temperature between the baseline in Figs. 11a and 19a that the dilution jets do not retain coherency as far downstream in the DDES time-average result. This is due to the more accurate prediction of mixing in the time-resolved DDES case, as expected. Another important difference is the endwall temperature in the vane passage, which is lower for the DDES versus the RANS case due to increased mixing of the dilution flow.

At the turbine inlet plane, the mean streamwise velocity is more uniform in the spanwise (vertical) direction for the DDES (Fig. 19b) versus RANS (Fig. 15a), again due to the better mixing, but there is still a distinct difference in velocity between the right and left sides of the plane. This is due to the pressure field of the vane at this location, which slows down the approaching fluid on the right (pressure side of the vane) and increases it on the left (accelerating around the suction side of the vane). The turbulence intensity is also more uniform and lower in magnitude near the midspan (~25%) for the DDES simulation (Fig. 19c) relative to the RANS case (Fig. 16a). Interestingly, the turbulence intensity is predicted to be higher near the upper and lower endwalls, in the DDES case. Thus, a RANS simulation of this dilution configuration would perhaps underpredict the level of heat transfer enhancement on the turbine endwalls.

The instantaneous behavior of the flow from the DDES case is shown in Fig. 20, for the surface temperature and the turbine inlet plane. The rollup of the first-row dilution jet shear layer is apparent in the isosurfaces in Fig. 20a. Also, a fairly significant hotspot is shown on the vane pressure side surface near the trailing edge. However, because of the thermal capacitance of the metal in a turbine vane in the engine, this instantaneous increase in adiabatic wall temperature would not likely have an impact on the operational metal temperature; Fig. 19a indicates only a modest difference in time-average temperature over the vane surface. At the turbine inlet plane, Fig. 20b indicates a wide range of turbulent structures entering the turbine, with instantaneous velocities that are up to ±60% of the time- and space-average value of $\bar{U} = 4.4 \text{ m/s}$.

Because the temperature fluctuations are also temporally resolved in the DDES simulation, it is interesting to understand where the fluctuations are the largest on the surfaces of interest (combustor walls, turbine airfoil). Figure 21a shows a semitransparent isosurface of instantaneous $\theta$ at a level of 0.4 as well as contours of the rms of fluctuations in surface temperature. Here, it is apparent that the region that would be most highly distressed by fluctuating temperatures is the combustor convergence immediately downstream of the dilution jets. The vane centerline shows the lowest fluctuations in surface temperature, although the upper and lower vane passage endwalls are slightly higher. These are regions of higher uncertainty in local adiabatic wall temperature and could be accounted for in a statistically based durability design.

Also of interest to turbine design is the correctness of representing the inlet turbulence condition via a single quantity, namely the turbulent kinetic energy. Figure 22 shows the rms of the streamwise ($u$), pitchwise ($v$), and spanwise ($w$) velocity components from the DDES model at the turbine inlet plane. If the components are all equivalent, the turbulence field would be isotropic and could be represented by a single quantity. However, this does not appear to be the case for this baseline configuration. In particular, the spanwise velocity fluctuations are about 30% larger than the streamwise fluctuations at the sides of the turbine inlet plane. The primary source of the turbulence is from the shear layers in the dilution jets, which generate high $w$-fluctuations due to the jet injection direction, and there is insufficient distance for the turbulence to become isotropic. Figure 23 shows an axial slice that intersects the second-row dilution hole. Contours of the three turbulence components are plotted to show how the turbulence develops at dilution injection and propagates downstream. It is clear that a large part of the turbulence is generated in both the shear layers of the jet as well as the interaction between opposing jets. The anisotropy of the turbulence at the turbine inlet plane is largely due to the different strengths of the various components at the dilution injection as well as insufficient distance downstream of dilution to reach isotropy. Note that the turbulence is also not isotropic near the upper and lower endwalls, which would impact the ability of a RANS model to properly predict that effect on surface temperature.

C. Effect of Delayed Detached-Eddy Simulation Grid Refinement

As described earlier, the DDES grid was refined using local adaption based on the ratio of the cube root of cell volume to the local Kolmogorov length scale. The impact of this refinement was primarily in the initial dilution zone, but it was not clear whether this would impact the convection and dissipation of turbulent scales entering the turbine. Figure 24 shows the time-average results for the refined DDES case. Note that, because of computational resource limitations, the refined DDES has not been sampled for an equivalent amount of time, though both models demonstrated statistical stationarity.

The isosurfaces of $\theta$ are similar in terms of jet trajectory between Figs. 19a and 24a, although the refined DDES predicts that the time-average jet profile from the second row of dilution will persist farther downstream. This is likely because the refined model is better capturing the range of scales of the turbulent dissipation of the jets, whereas the coarseness of the nominal DDES grid results in additional numerical dissipation. The effect on the vane surface temperature is minor, with slightly lower temperature (higher $\eta$) predicted by the refined DDES case in the midspan. The time-average turbine inlet plane quantities in Figs. 24b–24f compare fairly well to
Fig. 22 Streamwise ($u$), pitchwise ($v$), and spanwise ($w$) velocity fluctuations at the turbine inlet plane.

Fig. 23 Streamwise ($u$), pitchwise ($v$), and spanwise ($w$) velocity fluctuations on an $x$–$y$ plane intersecting the second dilution row.

Fig. 24 Time-average temperature and isosurface (Fig. 24a) and turbine inlet plane results (Figs. 24b–24f) for the refined DDES grid.
the nominal DDES results in Figs. 19b, 19c, and 22, although the refined DDES predicts slightly lower turbulence levels. This is the result of increased mixing predicted by the refined DDES.

The effect of turbulent mixing on the vane surface temperature is shown quantitatively along the vane leading edge in Fig. 25 for the RANS, DDES, and refined DDES cases. The “envelope” of temperature variation from the two DDES cases is also plotted as a thin dotted line with the same color as the mean value for that case, where the variation is defined here as the time-average value plus or minus the rms of the value at that location. Although there is some difference in the mean value between the two DDES cases, both predict more uniform vane temperature over the vane span than the RANS case of the same geometry, with a significantly higher mean effectiveness near the endwalls. The DDES cases also indicate lower temporal variation in vane surface temperature near the midspan but higher variation near the endwalls, which could translate to higher vane temperature confidence at midspan versus the endwall for a stochastic design methodology. Interestingly, the RANS prediction does not fall within the variation from the DDES cases, but this result suggests that a cooling design based solely on a RANS prediction of the vane would tend to overestimate the cooling required at the endwalls.

The predicted vane midspan surface temperature is plotted along the normalized vane surface distance in Fig. 25b. All predictions indicate a relatively uniform surface temperature around the vane for this long development length, with the RANS predicting the coolest vane temperature (highest η). There is a slight increase in mean vane effectiveness and a somewhat narrower variation around the mean for the refined DDES versus the nominal DDES grid resolution. As suggested earlier, the better spatial resolution of the near-jet structures may contribute to an improved prediction of turbulent transport and less numerical dissipation.

VI. Conclusions

A computational study of a combustor–turbine configuration with upstream dilution was performed using steady RANS and time-dependent DDES calculations. The effect of dilution hole position on the downstream turbine vane was investigated using steady RANS. A particular focus of this part of the study was consideration of the impact of the dilution flow variation on vane surface heat transfer. The baseline configuration was also investigated using DDES, to resolve turbulent scales of the large dilution jets, and compared to the RANS baseline. Finally, a refined DDES model was run to determine if turbine inlet and vane surface quantities were impacted by increased resolution in the dilution jet region.

The steady RANS models indicated better uniformity but higher overall turbulence levels for dilution jet configurations where the upper and lower jets were offset, relative to jets with centerlines directly opposed to each other. Shifting the dilution jets 50% closer to the vane resulted in increased inlet flow nonuniformity and very high turbulence levels, as well as creating more significant temperature gradients on the vane and endwall surfaces downstream of the jets. It appears that dilution jets located close to the vane might be useful to augment vane cooling, but surface convective heat transfer coefficients increase significantly, and likely the high unsteadiness of the incoming flow would negatively impact vane surface film cooling. In particular, the leading edge and pressure side of the vane could experience heat transfer coefficient augmentation up to three times larger than for a clean inlet flow. Also, the high freestream turbulence leads to significant increases in heat flux (negative net heat flux reduction) near the endwalls where little dilution coolant is present. Overall, this work indicates that a shorter combustor design should carefully consider the interaction of the dilution flow with the downstream vane.

As expected, the DDES scale-resolving simulations predicted more mixing of the dilution jet than the steady RANS result, so that the turbine vane and endwall surface temperatures were more uniform. Turbine inlet velocity and turbulence level were also more uniform, although turbulence levels were still high (~25%). Evaluation of the individual fluctuating velocity components indicates that the incoming turbulence is anisotropic, particularly closer to the vane endwall surfaces, which cannot be captured by a RANS approach. The effect of the turbulence anisotropy and its propagation through the turbine should be investigated in more detail. Refinement of the DDES grid around the initial injection of the dilution jets appeared to have a minor impact on the predicted turbine inlet quantities, although there was some slight difference in the vane surface temperature.

This study indicates the potential pitfalls of close interaction between the combustor and vane for short combustor lengths as well as how the vane cooling scheme may need to account for significant thermal gradients. Also, it is important to resolve major turbulent structures and their propagation to accurately simulate conditions for the first vane for cooling design. Future work should incorporate reacting flow, investigate the predicted turbulent length scales, and determine how nonuniform inlet conditions could be better incorporated in a RANS approach to improve accuracy of turbine vane temperature predictions without sacrificing run time, which is currently prohibitive for some scale-resolving methods. Certainly, high-resolution experimental data at the turbine interface and on the vane surface are also needed to verify computational models.
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