
Alexander J. Wildgoose1

Department of Mechanical Engineering,
Pennsylvania State University,

State College, PA 16801
e-mail: ajw324@0psu.edu

Karen A. Thole
Department of Mechanical Engineering,

Pennsylvania State University,
State College, PA 16801
e-mail: kthole@psu.edu

Erika Tuneskog
Siemens Energy AB,

Finspång 61231, Sweden
e-mails: erika.tuneskog@siemens-energy.com;

erika.tuneskog@chalmers.se

Lieke Wang
Siemens Energy Inc.,
Orlando, FL 32817

e-mail: lieke.wang@siemens-energy.com

Roughness Related to Cooling
Performance of Channels Made
Through Additive Manufacturing
The complex surface morphology and multiscale surface features inherent in additively
manufactured (AM) components contribute to the overall flow characteristics and heat
transfer of cooling passages. As the AM process and cooling data in the literature continue
to evolve, so does the need for more accurate heat transfer and pressure loss correlations
for AM cooling schemes. This study improves the predictability of pressure loss and heat
transfer for AM cooling passages by fabricating a range of coupons and investigating
samples in the literature. Twenty-seven test coupons were manufactured using direct
metal laser sintering in an assortment of build directions and build locations that produced
a variety of surface morphologies. Nondestructive evaluation, computed tomography scan-
ning, was used to quantify the surface morphology as well as capture the as-built geometric
dimensions of the cooling schemes. The friction factor and bulk Nusselt number of the
coupons were measured using an experimental rig. Pressure loss and heat transfer corre-
lations in the literature were compared with the experimental results from the current
coupons and datasets from the literature. Arithmetic mean roughness correlations in the lit-
erature struggled to predict the cooling performance of AM channels since the bulk rough-
ness statistic did not capture the overall form of the surface morphology. A combination of
root mean square roughness and skewness of the roughness was able to best predict pres-
sure loss and heat transfer for the present samples and those in the literature while being
independent of build location, build direction, material, machine, and laser parameters. The
maximum absolute error was 25% and the average absolute error was 12% for the friction
factor correlation. The maximum absolute error was 39% and the average absolute error
was 8% for the Nusselt Number correlation. [DOI: 10.1115/1.4064310]
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Introduction
The metal additive manufacturing (AM) process is a key technol-

ogy that enables quicker development of complex cooling designs,
such as those seen in gas turbines, compared to subtractive or
casting fabrication methods. A reduction in part assemblies and
overall component weight can also be achieved due to the added
design freedom offered through AM relative to traditional fabrica-
tion methods. A key characteristic inherent in the AM process, spe-
cifically direct metal laser sintering (DMLS), is the as-built surface
roughness. Several studies [1,2] have shown that surface roughness
is one of the main drivers that influence the turbulent mixing and
resulting heat transfer enhancement of AM cooling schemes com-
pared to traditionally fabricated designs. The magnitude and size
of the roughness features are particularly important in sub-
millimeter internal channels since these features directly influence
the overall convective heat transfer.
The rapid development in the literature toward the understanding

of cooling schemes made through AM means there is significantly
more pressure loss and heat transfer data available in the literature

compared to a few years ago. The predictability of pressure loss
or heat transfer of these cooling designs can be improved through
additional data and a better understanding of the dominant factors
that impact overall cooling performance. This study adds to the
available data in the literature through the fabrication of cooling
samples at a range of AM build conditions (build direction,
channel size, and location) and improves on the capabilities for cor-
relations to predict the pressure loss and heat transfer of the present
samples and those in the literature. By using roughness statistics to
correlate pressure loss and heat transfer, the developed correlations
can be used regardless of changes to future laser process parameters,
materials, and general AM build considerations.

Literature Review
It is important to characterize the surface roughness since there is

a multitude of AM process and build conditions that impact the
as-built surface roughness, such as changes to build direction
[1,3], laser process parameters [4], part geometry [5], and location
on the build plate [6,7]. Each of the aforementioned build condi-
tions can change the shape of the roughness features and impact
the relationships in cooling performance between samples. More
specifically, the range in roughness features can be large dross
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elements ranging from 25 µm to 75 µm [8] to smaller partially sin-
tered particles less than 10 µm [9].
In microchannel cooling schemes, the length scales of the rough-

ness features are the primary drivers of cooling performance [2].
The work by Kandlikar et al. [10] advocates that the roughness fea-
tures can also be considered as a flow constriction, thus limiting the
cross-sectional area, which needs to be accounted for in velocity
calculations through the use of a constricted flow diameter term.
Through the work by Stimpson et al. [2], certain roughness features
can act as protruding fins into the flow field. Some roughness fea-
tures (e.g., partially sintered particles) can have poor fin efficiency
as a result of a high conduction resistance between the roughness
feature and the AM surface. The results from Stimpson et al. [2]
and Kandlikar et al. [10] highlight the importance of evaluating
the roughness in order to understand and predict the cooling
performance.
The foundational work of Nikuradse [11] used the term equiva-

lent sand grain roughness, ks, as a length scale for roughness in pres-
sure loss (i.e., friction factor) correlations. However, the sand grain
roughness is a scaling factor that is not directly measured; instead, it
is determined through experiments. Since the study of Nikuradse
[11], multiple roughness statistics such as arithmetic mean rough-
ness (Ra), root mean square roughness (Rq), mean roughness
depth (Rz), skewness (Rsk), and kurtosis (Rku) are now used to
describe the form of the surface morphology through destructive
and nondestructive evaluation methods that were not previously
available. Literature [2,10,12–18] uses these statistics along with
other forms to correlate the roughness to the sand grain roughness
in order to predict pressure loss and heat transfer in both nonaddi-
tive and additive cooling schemes. The early predictive work by
Sigal and Danberg [19] used other statistical parameters to describe
roughness in the form of a density parameter, Λs, for uniformly
shaped roughness features using surface area ratios of the roughness
elements to correlate sand grain roughness. Van Rij et al. [16]
expanded upon this work by using the density parameter with three-
dimensional irregular and nonuniform roughness features to predict
sand grain roughness. Taking a different direction, Flack and
Schultz showed that a combination of Rq and Rsk can be used to
predict the sand grain roughness in the form of the Colebrook fric-
tion factor correlation with different types of roughness features
(ranging from closely packed pyramids to spheres). However,
these correlations struggle to predict cooling for AM datasets
because the roughness magnitude-to-channel size ratio of these non-
additive studies is lower compared to the roughness nonuniformity
and magnitude observed in AM parts.
Stimpson et al. [2] tackled this issue by comparing several rough-

ness correlations in the literature to predict pressure loss and heat
transfer using AM coupons from Stimpson et al. [20]. Of the
many parameters evaluated, the study found that the arithmetic
mean roughness-to-diameter ratio, Ra/Dh, best correlated to the rel-
ative sandgrain roughness, ks/Dh. Furthermore, the study [2] also
produced a modified Gnielinski Nusselt correlation exclusively
for AM cooling schemes. It is important to note that the correlation
was created using square and rectangular channels at a single build
direction. Since then, additional data with multiple different channel
shapes, build directions, and other AM build parameters have been
reported in the literature. Several papers [2,12,13,21] have modified
the coefficients of a similar form of the Stimpson et al. [2] equation
by fitting additional datasets to better predict the relative sandgrain
roughness in Colebrook’s friction factor equation. In some cases in
the literature [20,22–24], several AM coupons can contain a similar
Ra/Dh ratio but exhibit different friction factors as well as Nusselt
Numbers. As a result, using relative roughness correlations that
are only a function of Ra/Dh struggle to predict the pressure loss
or heat transfer for every sample. Goodhand et al. [15] highlight
this predicament and state that Ra is a single roughness statistic
that only describes the amplitude of the roughness elements.
A combination of roughness statistics is needed to better describe

the relationship between the multiscale surface features to the pres-
sure loss and heat transfer of AM cooling schemes. Using the

additional datasets in the literature not present several years ago,
the objective of the current study is to more accurately predict the
pressure loss and heat transfer of AM cooling schemes. In addition
to the data from the literature, several samples were fabricated at
different build directions, locations, and diameters to be representa-
tive of major build parameters that impact cooling performance.
The beginning of the paper describes the characterization in rough-
ness and cooling performance and highlights the challenge with Ra/
Dh to predict friction factor and Nusselt number. Toward the end of
the paper, both the new data presented and data from the literature
are used to predict pressure loss and heat transfer for a variety of
samples using a combination of roughness statistics.

Description of Test Coupons
Twenty-seven cooling coupons, as seen in Table 1, were addi-

tively manufactured containing a range of different AM build
parameters (build direction, build location, and channel size) that
represent a variety of typical build and layout considerations of
AM cooling schemes. A round channel was chosen for the
coupons in Table 1 since stress concentrations during the AM
process can occur at sharp corners such as square channel shapes
leading to warpage. It is well known that the distance a laser is
from the part surface can impact both geometry and cooling perfor-
mance since the angle between the laser and normal to the surface
(laser incidence angle) can impact the melt pool during the AM
process [6]. As seen by the build plate of the coupons in Fig. 1,
samples were printed at three specific radial build locations from
the laser source (R1= 25 mm, R2= 58 mm, R3= 90 mm) for
each quadrant of a four-laser direct metal laser sintering
EOSM400-4 machine. Even though the laser incidence angle
changed as a result of the different radial build locations, literature
has shown that the difference in surface roughness of a sample
printed at different quadrants of a four-laser machine is minimal
[25].
For each radial build location, samples were fabricated at three

different build directions (0 deg, 45 deg, and 90 deg), where build
direction is defined as the angle between the streamwise axis of
the channel to that of the build plate, as seen in Fig. 1. Additionally,
for each build direction the hydraulic diameter of the channel
ranged from 0.8 mm to 1.4 mm. Circular channels were chosen
for samples built at 90 deg due to no downward-facing surfaces,
while samples built at a 45 deg and 0 deg build direction contained
a teardrop correction to mitigate deformation at the downward-
facing surface [3,26]. As seen in Fig. 2, the teardrop shape con-
tained an apex angle of 120 deg. The samples were fabricated
using STAL15DE [27] in a 40 µm layer thickness. After fabrication,
the samples were solution annealed to reduce residual stress, and
support removal was performed using a wire electrical discharge
machine.
The geometric lengths of the coupons, specifically the channel

pitch spacing (S), were varied for each hydraulic diameter so that
the fin efficiency of the wall between channels during heat transfer
measurements is greater than 95% to achieve a constant surface
temperature boundary condition. Furthermore, the
length-to-hydraulic diameter ratios of the coupons were between
35 <L/Dh < 61 to meet fully developed flow conditions. The
overall channel geometry for each coupon is reported in Table 1.
The naming convention of the coupons in Table 1 describes the
as-built diameter, channel shape, build direction, and radial build
location. For example, as seen in Table 1, the 1.1-mm diameter
sample containing a circular channel shape built at a 90-deg build
direction at the third radius is named 1.1C90-R3.

Geometry Characterization
Accurately evaluating the as-built geometry of additively manu-

factured cooling schemes is important when quantifying pressure
loss and heat transfer relations. Additionally, a comparison
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between the design intent and as-built geometry using evaluation
methods provides insights into the printability of a design. A non-
destructive evaluation method, specifically computed tomography
(CT) scanning, was used to quantify the internal channel geometries

of the coupons in Table 1 and check for channel blockages and
overall deformation. The entire internal surface of the coupons
was CT scanned at a 35 µm voxel resolution. The software was
then used to determine the internal surface by filtering the grayscale
values from the CT scan measurements [28]. Through interpolation,
the CT scan software is capable of resolving one-tenth of the orig-
inal voxel resolution [29].
Geometric dimensions such as hydraulic diameter, cross-

sectional area, and perimeter of the channels were averaged and cal-
culated using multiple cross-sectional slices taken from CT scan
data along the streamwise axis of the channels. The specific
details of this method have been extensively reported in the litera-
ture [22,23]. All geometric measurements and cooling performance
parameters were calculated using CT scan data. The as-built geo-
metric dimensions of the coupons from Fig. 1 are nondimensiona-
lized by the design intent and are reported in Table 1. A graphical
representation of the deviation of hydraulic diameter from the
design intent is shown in Fig. 3 for the third radius samples.
The majority of the 45-deg teardrop and 90-deg circular samples

printed larger than their design intent; however, the overall devia-
tion from design intent for all the samples, regardless of build direc-
tion, was within 4%. For the 0 deg teardrop channels, their as-built

Table 1 Geometries for coupons built at a variety of build directions, diameters, and locations as seen in Fig. 1

Coupon Radial location (mm) Dh,meas (µm) Build direction (deg) Channel shape
Dh,meas

Dh,des

Pmeas

Pdes

Ac,meas

Ac,des

S

Dh,des

L

Dh,des

1.4C90-R1 R1= 25 1405 90 Circle 1.004 1.064 1.068 1.57 35.2
1.4T45-R1 R1= 25 1393 45 Teardrop 0.995 1.029 1.024 1.57 35.0
1.4T0-R1 R1= 25 1350 0 Teardrop 0.964 1.019 0.982 1.57 35.0
1.1C90-R1 R1= 25 1127 90 Circle 1.024 1.073 1.099 1.65 44.6
1.1T45-R1 R1= 25 1118 45 Teardrop 1.016 1.039 1.056 1.65 44.6
1.1T0-R1 R1= 25 1069 0 Teardrop 0.971 1.015 0.986 1.65 44.6
0.8C90-R1 R1= 25 822.1 90 Circle 1.028 1.093 1.123 1.86 61.3
0.8T45-R1 R1= 25 819.1 45 Teardrop 1.024 1.048 1.074 1.86 61.3
0.8T0-R1 R1= 25 785.2 0 Teardrop 0.982 1.024 1.005 1.86 61.3
1.4C90-R1 R2= 58 1438 90 Circle 1.027 1.054 1.083 1.57 35.0
1.4T45-R1 R2= 58 1432 45 Teardrop 1.023 1.037 1.061 1.57 35.0
1.4T0-R2 R2= 58 1341 0 Teardrop 0.958 0.988 0.946 1.57 35.0
1.1C90-R2 R2= 58 1128 90 Circle 1.025 1.065 1.092 1.65 44.5
1.1T45-R2 R2= 58 1112 45 Teardrop 1.011 1.023 1.034 1.65 44.6
1.1T0-R2 R2= 58 1057 0 Teardrop 0.961 1.016 0.977 1.65 44.6
0.8C90-R2 R2= 58 833.1 90 Circle 1.041 1.077 1.121 1.86 61.3
0.8T45-R2 R2= 58 819.0 45 Teardrop 1.024 1.034 1.059 1.86 61.3
0.8T0-R2 R2= 58 765.4 0 Teardrop 0.957 1.023 0.979 1.86 61.3
1.4C90-R3 R3= 90 1415 90 Circle 1.011 1.066 1.078 1.57 35.0
1.4T45-R3 R3= 90 1396 45 Teardrop 0.997 1.033 1.030 1.57 35.1
1.4T0-R3 R3= 90 1347 0 Teardrop 0.962 1.017 0.978 1.57 35.0
1.1C90-R3 R3= 90 1123 90 Circle 1.021 1.075 1.097 1.65 44.6
1.1T45-R3 R3= 90 1116 45 Teardrop 1.014 1.043 1.058 1.65 44.6
1.1T0-R3 R3= 90 1057 0 Teardrop 0.961 1.016 0.976 1.65 44.6
0.8C90-R3 R3= 90 834.8 90 Circle 1.044 1.094 1.142 1.86 61.3
0.8T45-R3 R3= 90 824.7 45 Teardrop 1.031 1.051 1.084 1.86 61.3
0.8T0-R3 R3= 90 778.1 0 Teardrop 0.973 1.020 0.992 1.86 61.3

Fig. 1 Coupons spanning a range of build directions and diam-
eters fabricated at three distinct radial locations from the four-
laser EOS M400-4 machine

Fig. 2 Schematic of overall coupon dimensions used for exper-
imental testing
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hydraulic diameter is lower than their design intent. When examin-
ing the effect of diameter on deviation from design intent, decreas-
ing diameter results in a higher deviation from the design intent for
the 90-deg and 45-deg samples. As a result, the smallest channels
(0.8 mm) exhibit the highest deviation from design intent at the
45-deg and 90-deg build direction relative to the other channel
diameters. As seen in Table 1, changes to the radial build location
of samples did not impact the deviation from design intent for spe-
cific diameter or build direction. This result is similar to vertically
oriented square channels from Wildgoose and Thole [30] fabricated
using a single laser machine.
As observed in Table 1, the as-built perimeter is, on average, 4%

higher than the design intent for every sample besides the 1.4T0-R2,
while for most samples, the as-built cross-sectional area follows the
same build direction trends as the deviation from the hydraulic dia-
meter in Fig. 3.

Roughness Characterization
Surface morphology has a direct influence on the amount of tur-

bulent mixing, resulting in changes to pressure loss and convective
heat transfer. Evaluating surface roughness and its impact on
cooling performance aids in the understanding and predictive capa-
bilities of pressure loss and heat transfer in highly rough additive
cooling schemes. Surface roughness statistics, such as the arith-
metic mean roughness, Ra, were quantified for the internal surfaces
nondestructively using the same CT scan data to calculate channel
geometries. The arithmetic mean roughness describes the average
deviation of the surface features from a reference value (this is typ-
ically the mean roughness height).
Since the shape of the channels contained curved surfaces (circu-

lar and teardrop), an ellipsoid was fitted using a linear least square
regression method to each axial cross-sectional slice along the
channel length. The average difference from the channel surface
to the fitted ellipse was recorded as the arithmetic mean roughness,
Ra. The arithmetic mean roughness values in Fig. 4 were averaged
from multiple channels in each of the coupons in Table 1. The
method for calculating arithmetic mean roughness is similar to a
method used by Klingaa et al. [31] for highly curved channel
shapes.
As seen in Fig. 4(a), samples fabricated at the 90-deg build direc-

tion show the lowest arithmetic mean roughness level relative to the
45-deg and 0-deg orientations. There is no dependence of radial
build location on arithmetic mean roughness for any of the build
directions. As a result, only the third radius samples from Table 1

are shown in Fig. 4. This result is in contrast to the literature
[6,7,25]. The cause for no difference in surface roughness as a func-
tion of radial location is a factor of the smaller difference in laser
incidence angle between the samples fabricated on a four-laser
machine relative to the samples in the literature fabricated on a
single laser machine. The change in laser incidence angle is
smaller for samples on the four-laser machines due to a smaller
radial location compared to samples built using a single laser
machine in previous literature. At most of the build directions,
samples with the highest diameter (1.4 mm) also show the highest
arithmetic mean roughness regardless of radial build location.
Nondimensionalizing the arithmetic mean roughness by

hydraulic diameter reveals the scale of the roughness features rel-
ative to channel size. The results in Fig. 4(b) show that as the dia-
meter decreases, so does the roughness-to-diameter ratio. The
0.8-mm samples are, on average, 15% higher in their relative
roughness compared to the 1.1-mm and 33% higher compared
to the 1.4-mm samples averaged across all build directions and
build locations. There is an average 24% increase in roughness–
to-diameter ratio between the 90-deg and 0-deg build
direction for the 0.8-mm samples. The roughness-to-diameter
ratio is not a function of build location. Additionally, the
roughness-to-diameter ratio increases from the 90-deg to 0-deg
build direction for a given diameter, which is similar to results
reported by Snyder et al. [3] and Wildgoose et al. [23]. The
cause for this is related to the increasing deformation at the
downward-facing surfaces.

Fig. 3 Deviation from design intent hydraulic diameter of circu-
lar and teardrop channels at a range of build directions

Fig. 4 Arithmetic mean roughness (a) and relative roughness
(Ra/Dh) (b) of samples for a range of diameters at different build
directions and radial build locations
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Channel Performance Measurements
The pressure loss and bulk convective heat transfer of the

samples were experimentally measured using a rig, shown in
Fig. 5, which has been extensively reported in the literature and
benchmarked [2,23]. The friction factor was measured over a
range of Reynolds numbers covering the transitional and fully tur-
bulent regime by measuring the static pressure drop between the
inlet and outlet of the coupon. Mass flowrate and the geometry of
the channels measured from CT scans were accounted for in the
friction factor measurement. More specifically, the mass flowrate
was measured upstream of the samples using a laminar flow
element. The backflow pressure was regulated downstream of the
sample to achieve fully turbulent Reynolds numbers while also
being in the incompressible regime (Mach number < 0.2). Since
the static pressure measurements are upstream of the sample, an
inlet loss coefficient was calculated using an area ratio (between
the plenum inlet and the sample cross-sectional area), while the
outlet loss coefficient was one, as referenced in Munson et al. [32].
Using the same test rig in Fig. 5, bulk convection coefficients

were measured by imposing a constant surface temperature bound-
ary condition using a heater placed on either side of the coupon with
a copper block (imbedded with thermocouples) between the coupon
and heater. A one-dimensional conduction circuit using the thermo-
couples inside the copper block was evaluated to measure the
surface temperature of the channels inside the coupon. Stimpson
et al. [2] report a more detailed description of the heat transfer
method.
Thermocouples inside the rigid foam and plenums measured con-

duction losses, and these losses were accounted for in the heat trans-
fer measurements. The total conduction losses were less than 1% of
the total power supplied by the heaters across the range of Reynolds
numbers evaluated. A separate analysis was performed to account
for the losses. The difference between the amount of heat supplied
by the heaters,Qheaters, to that of the heat transported by the air,Qair,
after accounting for the conduction losses, was 3% at the lowest
Reynolds numbers and within 2% at the highest Reynolds
number for all the samples evaluated.

Experimental Uncertainty
The propagation of uncertainty method following the procedure

outlined in Figliola and Beasley [33] was used to determine the
experimental uncertainty in friction factor and Nusselt number.
The largest contributors to the uncertainty in the friction factor
were the hydraulic diameter and pressure drop. The uncertainty in
friction factor was 5% at the lowest Reynolds numbers, while it
was 4% at the highest Reynolds numbers. The uncertainty in the
Reynolds number for all the samples was less than 5%. For the
heat transfer tests, specifically measuring the Nusselt number, the
thermocouple exit temperatures, and hydraulic diameter contributed
most to the uncertainty in the Nusselt number. The experimental
uncertainty for the Nusselt number was 7% across the range of Rey-
nolds numbers evaluated.

Pressure Loss Measurements
To compare the pressure loss between samples, the nondimen-

sional friction factor was measured over a range of transitional
and fully turbulent Reynolds numbers, as shown in Fig. 6, for all
the samples in Table 1. Also included in Fig. 6 is the benchmark
data for the experimental rig, where the friction factor of a
smooth circular channel coupon agrees with the well-known Coleb-
rook friction factor equation, Eq. (1), at a sandgrain roughness of
zero.

1��
f

√ = −2log10
Ks

3.7Dh
+

2.51

Re
��
f

√
( )

(1)

For most of the samples in Fig. 6, the friction factor becomes fully
turbulent at around a Reynolds number of 7500 (critical Reynolds
number). As the magnitude of the friction factor increases, the critical
Reynolds number decreases. Similar to the roughness results in
Fig. 4(a), the friction factor is highest for the smallest diameter
channel, which is most likely due to the increase in the
roughness-to-diameter ratio, as seen in Fig. 4(b). The highest level of
friction factorwas for the 0.8C90-R2sample,whichwas 87%different
compared to the sample (1.4T0-R2) with the lowest friction factor at a
Reynolds number of 10,000. For most of the diameters evaluated,
changes to the radial build location did not impact the friction factor.
The average difference in friction factor between radial build locations
was7%for the0.8-mmsamples,10%for the1.1-mmsamples,and10%
for the 1.4-mm samples across all the build directions.
To clearly view trends in friction factor between datasets in Fig. 6,

friction factor augmentation as a function of build direction for the
samples in Table 1 at a fully turbulent Reynolds number of 20,000
is shown in Fig. 7, where friction factor is augmented by the friction

Fig. 5 Schematic of experimental rig used to measure pressure
loss and heat transfer

Fig. 6 Friction factor of coupons from Table 1 built over a wide
range of build directions, build locations, and diameters
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factor of a hydraulically smooth channel (sandgrain roughness equal
to zero) calculated using the Colebrook equation at a shared Rey-
nolds number. For any given diameter, the vertically oriented chan-
nels (C90) exhibit the highest friction factor, while in some cases, the
0-deg and 45-deg channels share a similar friction factor augmenta-
tion. Additionally, the lowest diameter (0.8 mm) samples showed a
greater difference in friction factor augmentation between build
directions compared to the other diameters. In more detail, the fric-
tion factor augmentation of the 90-deg 0.8-mm channels is 23%
higher relative to their 45-deg and 0-deg equivalents, while the
1.1-mm diameter 90-deg samples (averaged across all build loca-
tions) contained an 11% higher friction factor augmentation com-
pared to their 0-deg and 45-deg equivalents. Lastly, the 1.4-mm
diameter 90-deg samples were 9% higher in their friction factor aug-
mentation compared to the 0-deg and 45-deg samples.
The friction factor augmentation follows different trends com-

pared to the roughness-to-diameter ratio in Fig. 4(b). While the
90-deg samples contained the lowest roughness-to-diameter ratio,
their friction factor augmentation was among the highest compared
to all other build directions. Consequently, the roughness-to-
diameter ratio struggles to capture the pressure loss trends
between samples in Fig. 7. In a more detailed example, the friction
factor augmentation increases 29% for the R3 0.8-mm samples
when going from 45-deg to the 90-deg build direction, while the
roughness-to-diameter ratio for the same R3 samples decreases
12% when going from 45 deg to 90 deg.

Heat Transfer Measurements
Similar to the friction factor tests, the Nusselt number was mea-

sured over a range of fully turbulent Reynolds numbers, as seen in
Fig. 8. Also included in Fig. 8 are benchmark data from the same
hydraulically smooth cylindrical channel coupon as the benchmark
data in Fig. 6. The benchmark data in Fig. 8 agree with the well-
known Gnielinski Nusselt correlation calculated using a hydrauli-
cally smooth friction factor.
The difference in Nusselt number between samples is less than

the difference in friction factor. In more detail, there is a 23% dif-
ference in Nusselt number between the samples at a Reynolds
number of 20,000, while for friction factor, the difference is 84%
at the same Reynolds number. Both the 0.8T0-R2 and 0.8C90-R2
samples showed the highest Nusselt number, while the
1.4C90-R3 and 0.8T45-R1 exhibited the lowest Nusselt number

for the range Reynolds numbers. When comparing the heat transfer
performance between build locations in Fig. 8, samples at the
second radius contain the highest Nusselt augmentation, followed
by the third radius and then the first radius across most of the
build directions. However, the overall trends with build direction
and diameter between build locations are the same.
To more easily view trends between the Nusselt numbers of the

samples in Fig. 8, Nusselt augmentation of the three radial locations
at a shared fully turbulent Reynolds number of 20,000 is shown in
Fig. 9. More specifically, the Nusselt number is augmented by the
Nusselt number of a hydraulically smooth channel calculated
using the Gnielinski correlation with a sandgrain roughness of
zero. In contrast to the results from Figs. 4 and 7, Nusselt augmen-
tation does not increase with decreasing channel diameter at any
given radial location. Furthermore, the trends in Nusselt number
augmentation between samples do not follow friction factor
trends. For some samples, such as the 0.8T45-R3 coupon, the
Nusselt augmentation is the lowest, even though the friction
factor augmentation in Fig. 7 was the highest for the 45-deg
samples. Similar results were observed in coupons fabricated over
a wide range of build directions by Wildgoose et al. [23], where
certain roughness elements contributed greatly to pressure loss
but contained poor fin efficiencies, resulting in a lower Nusselt
number relative to friction factor. Samples oriented in the 90-deg
build direction exhibit a similar or lower Nusselt augmentation as
samples at the 0-deg or 45-deg build direction.
The arithmetic mean roughness-to-diameter ratio does not follow

the Nusselt augmentation trends in Fig. 9. When examining the R3
samples, the Nusselt augmentation for the R3 samples at the
45-deg build direction in Fig. 9 increases when going from 0.8 mm
to 1.4 mm, while for the same R3 samples in Fig. 4(b), the
roughness-to-diameter ratio decreases going from 0.8 mm to
1.4 mm. Another example is that both the 1.1T0-R3 and 1.4T0-R3
samples share the same Nusselt augmentation while exhibiting a
27% difference in arithmetic mean roughness-to-diameter ratio.
The differences in trends between Figs. 9 and 4(b) highlight the chal-
lenge of using only Ra/Dh to predict the Nusselt number or friction
factor.

Pressure Loss Correlation
There can be a wide range of friction factors and Nusselt number

values for the same arithmetic mean roughness, as has been shown

Fig. 7 Friction factor augmented by the friction factor of a hydraulically smooth channel at a Reynolds number of 20,000 for
the samples in Table 1
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in previous sections. Consequently, AM correlations in the litera-
ture that rely solely on the arithmetic mean roughness-to-diameter
ratio struggle to predict friction factor or Nusselt number. To
solve this issue, the coupons presented in this paper, along with
those reported in the literature, were used to develop a more accu-
rate correlation between heat transfer and pressure loss of internal
channels. The test matrix of samples, as seen in Table 2, in the lit-
erature was limited to circular or teardrop channel shapes.

Noncircular channel shapes, such as square, rectangular, pentago-
nal, and trapezoidal, can exhibit a range of different roughnesses
for each side of the channel. Thus, it is difficult for an area-averaged
roughness statistic to fully capture the surface morphology of the
channel. As highlighted by Wildgoose et al. [24], there can also
be scaling issues in noncircular channel shapes as a result of
using hydraulic diameter as the characteristic length in friction
factor, Nusselt number, and Reynolds number.
The samples in Table 2 include both circular and teardrop chan-

nels built over a range of different build directions, materials, laser
process parameters, channel diameters, machines, and different
build locations. The present study reanalyzed samples with
various roughness statistics from Snyder et al. [22], Wildgoose
et al. [24], and Wildgoose et al. [23]. While there were additional
samples in the literature [34,35] that met the criteria for the teardrop
and circular channels, only a single roughness statistic, such as
arithmetic mean roughness, was reported. It is important to recog-
nize that as the AM cooling field grows, so does the need for addi-
tional surface roughness statistics to be reported with arithmetic
mean roughness.
By focusing on correlating roughness to pressure and heat trans-

fer, the correlations can be used regardless of changes to the
machine or process parameters. Several approaches were taken in
an effort to correlate the measured surface roughness of the
samples in Table 2 to predict pressure loss. The first approach fol-
lowed a similar method to Van Rij et al. [16] and Goodhand et al.
[15], whereby CT scan data of the samples in Table 2 were used
to calculate a statistical length parameter using the autocorrelation
function (ACF). An ACF used on roughness measurements deter-
mines the similarity of a roughness profile. By selectively moving
the roughness profile in discretized lengths, an ACF is then per-
formed to determine the similarity between roughness elements at
a given discretized length (also known as a lag). If values returned
from the ACF are near one, then the surface profile is well corre-
lated, while values less than one and even less than zero indicate
the surface profile is not very well correlated. Goodhand et al.
[15] observed that the minimum discretized length for which the
ACF value is at 0.2 results in the roughness profile no longer
being correlated, and the discretized length is statistically signifi-
cant. Following a similar procedure as Goodhand et al. [15], the dis-
cretized length for which an ACF value is at 0.2 in a channel is
known as the correlation length, λ. Several pieces in the literature
[2,15] have attempted to correlate sandgrain roughness to the corre-
lation length of both additive and nonadditive datasets. A

Fig. 8 Nusselt number of samples (with a variety of build direc-
tions, locations, and diameters) from Table 1 covering a range of
turbulent Reynolds numbers

Fig. 9 Nusselt augmentation of samples fabricated at a variety of build directions and diameters at R1, R2, and R3 at a shared
Reynolds number of 20,000
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correlation length was evaluated for each of the samples in Table 2,
using CT scan data. A point cloud of the surface was generated
using the cross-sectional slices from the CT scan data. The point
cloud was then organized into multiple axial profile slices going
into the channel (similar to a profile obtained by a stylus roughness
probe). The ACF was recorded for each lengthwise slice, and the
correlation length was calculated.
Additionally, the Sigal and Danberg [19] density parameter, Λs,

was also calculated for all the samples in Table 2 since the param-
eter has seen success in predicting sandgrain roughness in nonaddi-
tive studies [16,17]. As seen in Eq. (2), the density parameter
contains two area ratios. The left area ratio describes the surface
area without roughness to that of the summed frontal projected
area of the individual roughness elements, while the right area
ratio describes the same frontal projected area to the summed
total wetted frontal area of the roughness elements.

Λs =
A

Af

( )
Af

Aw

( )−1.6

(2)

Following a similar procedure to calculate the area ratio as For-
ooghi et al. [17], a standard tessellation language (STL) of individ-
ual channels from samples in Table 2 was extracted from CT scan
data. Using an in-house code, the STLs were organized where the
cross-sections of a channel were placed on the x- and y-axis while
the axial length was on the z-axis. For each triangle in the STL
file, a normal vector (facing the interior of the channel) at the cen-
troid of each triangle was determined. The wetted frontal area, Aw,
was calculated by summing the area of all triangles whose normal
vector (flow-facing triangle) faced the positive z-axis direction.
The frontal area, Af, was calculated by taking the area (projected)
perpendicular to the flow for each of the flow-facing triangles. Nor-
mally, the CAD design intent of the channel would be used as the
surface area without roughness features; however, because the
AM process fundamentally changes the shape of the channel, the
design intent is not representative of the as-built geometry. Conse-
quently, the surface area without roughness, A, was calculated by
taking the average perimeter from cross-sectional slices and multi-
plying it by the overall channel length.
A range of λ and Λs are provided in Table 2 for the different

samples and shown in Fig. 10 as a function of sandgrain roughness
nondimensionalized by the arithmetic mean roughness calculated
from CT scans. Unlike the results from Goodhand et al. [15], the
nondimensionalized correlation length struggles to correlate with
the nondimensional sandgrain roughness in Fig. 10(a). Most
notably, there is a wide range in ks/Ra between samples for any
given Ra/λ. At an Ra/λ value of 0.1, there can be up to a 120%
spread in ks/Ra between samples. A similar observation in the strug-
gle of λ predicting ks is stated by Snyder et al. [2].
The density parameter also struggles to correlate with the nondi-

mensionalized sand grain roughness, as seen in Fig. 10(b). Accompa-
nied in Fig. 10(b) is a piecewise correlation developed by Van Rij et al.
[16]. When Λs is greater than 28, the correlation [16] decreases in ks/
Ra; however, the ks/Ra for the AM datasets remains the same regardless
of any change toΛs. Furthermore, the value of the nondimensionalized
sandgrain roughness is higher than the correlation [16].
The second approach to correlate roughness to pressure loss, in

this case, a nondimensionalized pressure loss known as friction
factor, was performed by investigating different forms of bulk

roughness statistics, which included Ra, Rq, and Rsk. Bulk roughness
statistics require less information on the surface compared to both λ
andΛs and, therefore, are easier to measure. All basic roughness sta-
tistics were calculated using CT scan data with the fitted ellipsoid
method. The skewness, Rsk, of the roughness represents the distri-
bution of roughness elements relative to the mean. A positive
value of skewness implies that the surface roughness contains
more peaks (surface features are above the mean), while a negative
skewness indicates most surface features represent valleys (surface
features are below the mean roughness).
Several friction factor correlations for AM cooling schemes from

the literature [2,13,21,34] are shown in Table 3 and were compared
using the datasets from Table 2. The mentioned correlations pre-
dicted relative sandgrain roughness, ks/Dh, using a measured rela-
tive arithmetic mean roughness, Ra/Dh. The predicted friction
factor in Fig. 11 for the correlations by Stimpson et al. [2], Thole
et al. [13], Mazzei et al. [21], and Molitor [34] was calculated by
calculating the friction factor from Colebrook’s equation, Eq. (1),
using the predicted relative sandgrain roughness. Out of the 45
samples in Table 2 evaluated for the correlations from the literature
in Table 3, three samples were omitted from the analysis since the
Ra/Dh ratio was either an extremely high value (Ra/Dh > 0.035) such

Table 2 Samples used for comparing and generating friction factor and Nusselt number correlations

Channel shape Dh (mm) Build direction Ra/λ Λs Rq/Dh Rsk No. of samples Ref.

Circular 0.75–1.25 0–90 0.0026–0.1540 32–536 0.010–0.072 −0.25–0.46 13 [3]
Circular teardrop 0.51 45 0.0042–0.0551 25–206 0.013–0.048 −0.33–1.18 4 [23]
Circular 1.52 90 0.0844 313 0.009 −0.39 1 [24]
Circular teardrop 0.80–1.40 0–90 0.0104–0.1422 8–241 0.013–0.025 −0.6–0.59 27 Current study

Fig. 10 Comparison of correlation length and density parame-
ters to sandgrain roughness for the samples in Table 2
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as the case for the 1.25-mm and 1-mm 0-deg circular coupons from
Wildgoose et al. [23] or an extremely low Ra/Dh value (Ra/Dh <
0.007) such as the 1.5-mm circular channel diameter at a 90-deg
build direction from Wildgoose et al. [24].
Figure 11 shows the difference between the predicted friction

factor ( fpred) using the correlations in Table 3 to the friction factor
measured through experiments ( fexp). More specifically, the Coleb-
rook friction factor equation was used to calculate a predicted fric-
tion factor from the relative sandgrain roughness correlations in
Table 3. As seen in Fig. 11, there is a wide range between the pre-
dicted and experimental friction factors for the correlations from the
literature. As shown in Table 3, the average and maximum absolute
percent error was calculated to compare how well the datasets in
Table 2 were predicted. As seen in Fig. 11, both Stimpson et al.
[2] and Mazzei et al. [21] tend to overpredict the friction factor,
while the correlation from Molitor underpredicts the friction
factor. One of the earliest correlations for AM datasets from Stimp-
son et al. [2] predicts the friction factor of the samples within an
average of 31%; however, the maximum error can be up to
103%. Molitor [34] changed the coefficients of the same equation

form as Stimpson et al. [2]. With the change in coefficients, the
Molitor [34] correlation is able to predict a 21% average absolute
percent error and 53% maximum absolute error. By removing the
offset term from Stimpson et al. [2], the Thole et al. [13] correlation
is able to further reduce the error in predicting friction factor with a
15% average absolute error and 47% maximum absolute error.
However, as was seen in the friction factor augmentation plot of

Fig. 7 and the roughness-to-diameter ratio plot of Fig. 4(b), several
samples can contain the same roughness-to-diameter ratio while
containing different friction factors. The cause for the arithmetic
mean roughness-to-diameter ratio struggling to be related to friction
factor or Nusselt number is due to the surface morphology. The
work of Stimpson et al. [2] proposes that certain roughness elements
can contribute differently to pressure loss and heat transfer.
Depending upon how well sintered the roughness element is to
the surface can impact the fin efficiency of the roughness
element. Partially sintered particles have poor fin efficiency due
to a high conduction resistance between the roughness element
and the AM surface. The ability to better describe the surface mor-
phology is an ongoing area of research in the community. The use
of multiple roughness parameters, instead of a single bulk rough-
ness statistic (Ra) that does not fully describe the surface morphol-
ogy, can help reveal trends in friction factor and Nusselt number. A
more accurate prediction in friction factor using roughness terms is
challenging to achieve by simply changing the coefficients of a
similar form to Stimpson et al. [2].
A different approach was taken to correlate the samples in

Table 1. Flack and Shultz [18] found that a combination of using
the root mean square roughness, Rq, coupled with skewness, Rsk,
resulted in the most effective method to predict sandgrain roughness
for non-AM datasets. A similar approach to correlating roughness to
pressure loss was taken for the samples in Table 2 as Flack and
Schultz [18] to generate the correlation, as seen in Eq. (3).

f = 2.6
Rq

Dh
(1 + Rsk)

0.3 + 0.074 (3)

However, friction factor was correlated instead of sandgrain
roughness and to nondimensionalize the equation, the root mean
square roughness is normalized by the as-built hydraulic diameter.
By calculating the friction factor directly, the process of going
through a friction factor correlation, such as Colebrook, is bypassed.
Four samples out of the forty-five in Table 2 were omitted from the
best fit for Eq. (3). Specifically, the 0.8-mm 90-deg samples built
across the different locations from the current study were omitted
due to being outliers as a result of the highest friction factor relative
to other samples. Furthermore, the 1.5-mm circular channel from
Wildgoose et al. [24] was left out due to a significantly lower
Rq/Dh value relative to the other datasets. As seen in Eq. (3) and
Table 3, the friction factor correlation is able to predict the data
from Table 2 within a 12% average absolute error and 25%
maximum absolute error. As seen in Fig. 11, most samples pre-
dicted from Eq. (3) are less than 10% error. The use of multiple
roughness statistics in Eq. (3) results in half the amount of
maximum error as the most accurate Ra/Dh correlation (from
Thole et al. [13]).
The friction factor correlation, Eq. (3), consists of samples fabri-

cated at different AM machines, channel sizes, materials, build
directions, and radial build locations. It is important to note that
Eq. (3) is only valid for curved channel shapes such as circular
and teardrop shapes. Furthermore, the correlation is only valid in
the fully turbulent regime, where the friction factor does not
change with the Reynolds number.
A comparison of friction factor for several datasets from Table 2

and a noncircular channel shape from Wildgoose et al. [24] is
shown in Fig. 12. As seen in Fig. 12, Eq. (3) is more effective at
predicting the friction factor relative to the other correlations in
Table 2 between the different datasets. However, as mentioned,
Eq. (3) struggles to predict noncircular channel shapes, such as
the pentagon in Fig. 12. The cause is that the positive or negative

Fig. 11 Experimental friction factor compared to friction factor
predicted using the correlations in Table 3 of the datasets in
Table 2

Table 3 Correlations for predicting friction factor of the samples
in Table 2

Correlation Avg |% Error| Max |% Error| Ref.

ks
Dh

= 18
Ra

Dh
− 0.05

31% 103% [2]

ks
Dh

= 11
Ra

Dh

15% 47% [13]

ks
Dh

= 25.247
Ra

Dh
− 0.0822

68% 186% [21]

ks
Dh

= 5.094
Ra

Dh
+ 0.0258

21% 53% [34]

f = 2.6
Rq

Dh
(1 + Rsk)

0.3 + 0.074
12% 25% Eq. (3)
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value of the skewness term is filtered out when performing an area
average skewness for each surface of the pentagon channel.

Heat Transfer Correlation
In addition to correlating friction factors, several Nusselt number

correlations for the datasets in Table 2 were also investigated. More
specifically, a modified Gnielinski correlation from Stimpson et al.
[2] was compared to another modified form of the Gnielinski corre-
lation, Eq. (4), which was fitted using the data in Table 2. The same
datasets used to make the friction factor correlation, Eq. (3), were
used to generate the Nusselt number correlation, Eq. (4). Both
Nusselt number correlations, in Table 4, are functions of Reynolds
number, friction factor, and Prandtl number. The predictions of both
correlations are presented in Fig. 13 with two approaches toward
calculating the Nusselt number. The first approach assumed that
the friction factor is known and both Nusselt correlations were cal-
culated using the friction factor measured from experiments, while
the second approach assumed that the friction factor is unknown
and is predicted using a friction factor correlation, Eq. (3).

The difference from the predicted Nusselt number (Nupred) using
the correlations in Table 4 to the Nusselt measured through exper-
iments (Nuexp) is shown in Fig. 13. In more detail, the experimental
Nusselt number at a variety of Reynolds numbers for each coupon is
compared to a predicted Nusselt number using two different Nusselt
number correlations. As seen in Fig. 13 and Table 4, Eq. (4) is more
effective at predicting the Nusselt number using the experimental
friction factor and predicted friction factor compared to the Stimp-
son et al. [2] correlation.

Nu =
(Re0.477 − 31)Pr

�����
f /8

√
0.38(1 − Pr2/3)

(4)

When using Eq. (4), the average absolute error is reduced by half
compared to the Stimpson et al. [2] correlation, as seen in Table 4.
As seen in Fig. 13, the Stimpson et al. [2] correlation underpredicts
the Nusselt number when using the experimental friction factor and
predicted friction factor. As seen in Table 4, there is minimal differ-
ence between using the experimental or predicted friction factor for
the average and maximum error of the Stimpson et al. [2] correla-
tion. Despite Eq. (4) exhibiting a higher maximum error using the
predicted friction factor compared to Stimpson et al. [2], there is
a single outlier in the data that contributes to the higher
maximum error. By removing the outlier (1-mm channel built at
the 0 deg build direction) from Wildgoose et al. [23] in the

Fig. 12 Comparison of friction factor correlations of select
samples from Table 2

Table 4 Correlations for predicting heat transfer of the samples in Table 2

fexp fpred (Eq. (3))

Ref.Correlation Avg |% Error| Max |% Error| Avg |% Error| Max |% Error|

Nu =
(Re0.5 − 29)Pr

�����
f /8

√
0.6(1 − Pr2/3)

14% 31% 16% 32% [2]

Nu =
(Re0.477 − 31)Pr

�����
f /8

√
0.38(1 − Pr2/3)

8% 27% 8% 39% Eq. (4)

Fig. 13 Experimental Nusselt number of samples from Table 2
compared with the predicted Nusselt number using the experi-
mental friction factor and friction factor predicted using Eq. (3).
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prediction of Eq. (4), the maximum error of 39% gets reduced to a
maximum absolute error of 25% when using the predicted friction
factor and 24% when using the experimental friction factor. The
cause for the outlier is because the friction factor of the 1-mm
channel fromWildgoose et al. [23] exhibited one of the highest fric-
tion factor values, while the Nusselt number was significantly lower
compared to the rest of the samples evaluated. It is important to note
that Eq. (4) was created using a total of 41 coupons, while the
Stimpson et al. [2] correlation was created using a total of 10
coupons.
Similar to the Gnielinski correlation, Eq. (4) should only be

used in turbulent flows when the Reynolds number is greater than
2300. Since air was the only fluid used to make Eq. (4), fluids
where Pr≈ 0.7 should only be used. As a result of the datasets
used to make Eq. (4), only curved channel shapes such as teardrop
and circular designs should be used for the correlation.
A comparison of the same samples from Fig. 12 is shown in

Fig. 14 for the prediction of Nusselt number using Stimpson et al.
[2] and Eq. (4). Equation (4) is more effective at predicting
Nusselt number when using the experimental friction factor and pre-
dicted friction factor from Eq. (3) compared to the correlation from
Stimpson et al. [2] for the samples in Fig. 14. A noncircular channel
shape (a pentagon) from Wildgoose et al. [24] is also included in
Fig. 12. The maximum absolute error of the pentagon is 22%
when using the experimental friction factor data and 5% when
using the friction factor predicted from Eq. (3). Despite a higher
error when predicting friction factor using Eq. (3) for pentagon,
the Nusselt number correlation (Eq. (4)) exhibits a lower error.

Conclusion
Multiple circular and teardrop cooling channel coupons were fab-

ricated over a range of different build considerations (build direc-
tions, radial build locations, and channel diameters) using a
four-laser DMLS machine. Each of the 27 coupons was CT
scanned to evaluate their geometric dimensions and internal
surface roughness. Pressure loss and heat transfer of the coupons
were measured over a range of fully turbulent Reynolds numbers.

For the samples presented in this paper, the hydraulic diameter
did not change with radial build location. Channels with teardrop
corrections at the 0-deg build direction contained hydraulic diame-
ters lower than their design intent, while teardrop channels at the
45-deg and circular channels at the 90-deg build directions had
hydraulic diameters higher than their design intent.
Surface roughness, specifically the arithmetic mean roughness,

decreased as the build direction increased from 0 deg to 90 deg.
Similar to hydraulic diameter, surface roughness was not a function
of build location. The arithmetic mean roughness normalized by
hydraulic diameter decreases as the build direction increases from
0 deg to 90 deg, regardless of diameter or radial build location.
In contrast to the arithmetic mean roughness-to-diameter ratio,

the samples at the 90-deg build direction contained the highest fric-
tion factor relative to the 45-deg and 0-deg orientations for any
given diameter. As the diameter decreased from 1.4 mm to
0.8 mm, the friction factor increased by more than two-thirds.
Nusselt number followed different trends in build direction com-
pared to the trends of friction factor and surface roughness.
Despite the 90-deg samples exhibiting the highest friction factor,
their Nusselt number was equal or lower compared to their
45-deg and 0-deg counterparts.
Several correlations from open literature for friction factor and

Nusselt number were compared with the coupons from the
current study and datasets in the literature. A density parameter
using area ratios of the roughness elements and a correlation
length parameter from an autocorrelation function applied to the
surface struggled to correlate sandgrain roughness. Bulk roughness
correlations from the literature, such as those using arithmetic mean
roughness, were unsuccessful in correlating friction factor since
samples can contain the same arithmetic mean roughness-
to-diameter ratio but exhibit different friction factor values. By
using a combination of roughness statistics, specifically the root
mean square roughness and skewness, a correlation was developed
that was able to reduce the error in predicting friction factor by half
compared to additive-specific roughness correlations in the litera-
ture. Quantitatively, the presented friction factor correlation was
able to predict samples within a maximum absolute error of 25%
with an average absolute error of 12%.
A Nusselt number correlation was also created using the datasets

for the friction factor correlation. The Nusselt number correlation
was able to reduce the average error by half compared to additive-
specific Nusselt correlations found in the literature. In more detail,
the presented Nusselt number correlation was able to predict
samples within a maximum absolute error of 39%, with an
average absolute error of 8%.
In summary, friction factor and Nusselt number can be predicted

using roughness statistics that are commonly quoted in AM part
qualification. The correlations can be used for circular and teardrop
channel shapes regardless of changes to machine, material, build
direction, build location, and channel size.
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Nomenclature
f = Darcy friction factor, f = ΔP

Dh

L

2
ρu2mean

h = convective heat transfer coefficient, h =
Qin,heater−

∑
Qloss

A·ΔTlm
k = thermal conductivity
p = channel perimeter
A = surface area
L = channel length
P = static pressure
S = channel pitch distance
T = temperature
ks = sand grain roughness

zmax = maximum roughness height
zmin = minimum roughness height
zref = reference surface plane
zsurf = roughness height
Ac = cross-sectional flow area
Af = frontal projected area
Aw = wetted frontal area
Dh = hydraulic diameter, 4Ac/p

Qair Qair = ṁCp(Tout−Tin)
Qheat = energy from heaters

Ra = arithmetic mean roughness, Ra =
1
n

∑n
i= 1

|zsurf − zref |

Rku = kurtosis, Rku =
1

nR4
q

∑n
i=1

(zsurf − zref )
4

Rq = root mean square roughness,
Rq =

��������������������
1
n

∑n
i=1

(zsurf − zref )
2

√

Rsk = skewness, Rsk =
1

nR3
q

∑n
i=1

(zsurf − zref )
3

Rz = mean roughness depth, Rz =
1
5

∑5
i= 1

(zmax − zmin)i

TLM = log-mean temperature, ΔTLM =
(ΔTin − ΔTout)

ln Ts−Tin
Ts−Tout

( )
Nu = Nusselt number, hDh/kair
Pr = Prandtl number
Re = Reynolds number, umean Dh/ν

Greek Symbols

λ = correlation length
ν = kinematic viscosity
ρ = fluid density
Λs = Sigal and Danberg density parameter

Subscripts

des = design intent dimension
exp = value measured from experiments
in = inlet condition

meas = measured dimension from CT Scan
out = exit condition
pred = value predicted from a correlation

s = surface condition
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