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Abstract

As the exchange rate, foreign demand, and production costs evolve,

domestic producers are continually faced with two choices: whether to be an

exporter, and if so, how much to export. We develop a dynamic structural model

of export supply that characterizes these two decisions.  The model embodies

plant-level heterogeneity in export profits, uncertainty about the determinants of

future profits, and market entry costs for new exporters.  Using a Bayesian Monte

Carlo Markov chain estimator, we fit this model to plant-level panel data on three

Colombian manufacturing industries.  We obtain profit function and sunk entry

cost coefficients and use them to simulate export responses to shifts in the

exchange-rate process and several types of export subsidies.  In each case the

aggregate export response depends on entry costs, expectations about the

exchange rate process, prior exporting experience, and producer heterogeneity. 

Export revenue subsidies are far more effective at stimulating exports than

policies that subsidize entry costs.

Keywords: Dynamic export supply, plant heterogeneity, sunk costs, uncertainty  
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1.  Introduction

In developing countries, industrial exporters are highly prized. They help to generate

gains from trade through both comparative advantage effects and intra-industry resource re-

allocations (Melitz (2003), Bernard, Eaton, Jensen, and Kortum (2003)). They are also well-

positioned to sustain their production and employment in the face of domestic recession.

Finally, when their buyers provide them with blueprints or expertise, and when they monitor

global market developments, exporting firms may facilitate the absorption of foreign

technologies (Grossman and Helpman (1991), Westphal (2002)).

With these pay-offs in mind, many countries have attempted to engineer industrial

export booms. But seemingly similar stimuli have given rise to very different export responses

in different countries, industries and time periods. Thus policy makers have often had trouble

anticipating whether—and in which industries—a given devaluation, trade liberalization, or

export subsidy scheme will generate a strong export response. This uncertainty has made it

difficult to build political support for outward-oriented policy reforms (Fernandez and Rodrik

(1991)). In some instances, unpredictable export responses have also increased the risk of post-

reform foreign exchange shortages.

To shed light on the issues of when, and for which producers, export promotion is likely

to be effective, this paper develops a dynamic empirical model of firms’ exporting behavior. 

The model embodies firm-level heterogeneity in export profits, uncertainty about the

determinants of future profits, and sunk entry costs for firms breaking into foreign markets. It is

motivated by the theories of export hysteresis first developed by Baldwin and Krugman (1989)

and by Dixit (1989) to explain the unexpected persistence of the U.S. trade deficit during the



1 Several recent studies have suggested additional reasons for instability in exporting patterns. Yi (2003)
emphasizes growing vertical specialization in response to falling trade costs, which increases “the amount of trade
involved in getting a tractor to its final destination (p. 55).”  Hooper, Johnson and Marquez (2000) point to the
effects of major structural shocks, particularly European reunification in the early 1990s.
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mid-1980s.1 

Like this earlier literature, the model highlights several key determinants of export

supply responsiveness. First, expectations about future market conditions—for example, doubts

about the permanence of policies that favor exports—affect firms’ calculations concerning

whether future export profits will cover entry costs. Second, entry costs make producers’ export

supply responses dependent upon their previous exporting status. Those firms that already

export can increase their volumes at marginal production costs, while those that do not must

bear the sunk costs of breaking in before any exports are possible. These two margins of

adjustment—volume and entry—have distinct determinants and lead to different supply

elasticities, so seemingly similar industries with different degrees of foreign market presence

may respond quite differently to exporting stimuli.  Finally, depending upon the distribution of

exporting payoffs across firms within an industry, there may be many or few firms near their

margin of indifference concerning whether to export.

We estimate our model using plant-level panel data on three Colombian manufacturing

industries that differ in their exporting patterns and technologies: basic chemicals, leather

products, and knitted fabrics. Then we use the results to simulate export responses to a shift in

the mean of the exchange-rate process, a change in expectations about the exchange-rate

process, and several types of export subsidies. For each experiment, we quantify the

dependence of aggregate responses on sunk costs, exporting experience, and producer

heterogeneity.



2 Studies that infer the presence of sunk costs from persistence in exporting patterns include Roberts and
Tybout (1997a), Campa (2004), Bernard and Jensen (2004), and Bernard and Wagner (2001).
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The simulations link each industry’s export responsiveness to its micro characteristics.

They show that when many plants are clustered near their entry threshold, as in the knitted

fabrics industry, the entry margin is a potentially important source of aggregate export response.

Clustering can also make aggregate exports responsive to producers’ expectations of future

market conditions. In contrast, when plants are more heterogeneous and few are close to their

entry margins, as in the basic chemicals industry and the leather products industry, volume

adjustments among incumbent exporters play a dominant role, while expectations are relatively

unimportant. Finally, concerning export promotion schemes, the simulations show that policies

targeting the volume margin generate much more export revenue per peso of subsidy than

schemes that create incentives to enter foreign markets.

In addition to quantifying the micro phenomena behind export responses, we make

several methodological contributions.  First, because we use a dynamic structural framework,

we are able to estimate sunk entry costs in pesos, rather than simply test for their existence.2 

These costs are critical to policy evaluation, but they have rarely been estimated because they

can only be identified by their very non-linear effects on market participation patterns.  Second,

although we model producers as choosing foreign prices and export quantities, we cast the

estimating equations in terms of the variables that we actually observe—export revenues and

variable costs.  We thus sidestep the problems of constructing proxies for prices and quantities

from poorly measured variables that usually arise with plant-level survey data. Finally, we use a

Bayesian Monte Carlo Markov chain (MCMC) estimator to estimate the export market

participation rule and the export supply function in a single stage, thereby dealing with selection



4

bias and efficiently exploiting the information in our data.

The remainder of the paper has four sections. Section 2 develops a dynamic empirical

model of both the plant’s discrete decision to participate in the export market and its continuous

decision on the level of export revenue.  Section 3 discusses econometric issues. Section 4

presents empirical results and section 5 discusses their implications for export supply response.

Finally, section 6 offers concluding remarks.

2.  An Empirical Model of Exporting Decisions with Sunk Costs and Heterogeneity

Our model of export supply is based on several key assumptions. First, domestic and

foreign product markets are monopolistically competitive, and segmented from one another.

This rules out strategic competition, but it ensures that firms face downward-sloping marginal

revenue functions in each market. Second, marginal costs do not respond to output shocks. This

assumption implies that shocks that shift the domestic demand schedule do not affect the

optimal level of exports, so it allows us to focus on the export market only. Third, producers are

heterogeneous in terms of their marginal production costs and the foreign demand schedules

they face for their products, so export profit trajectories vary across firms. Fourth, future

realizations on the exchange rate, marginal costs, and foreign demand shifters are unknown, but

each evolves according to a known Markov process. Finally, firms must pay sunk start-up costs

to initiate exports.

2.1  Gross export profits and revenues

We begin by characterizing the export profit stream that awaits the ith firm, once it has

broken into foreign markets.  The magnitude of this stream depends upon things that shift the

marginal cost schedule, like technology shocks and factor prices, and things that shift the



3 Conceptually, the model will accommodate additional time-varying profit determinants, such as capital stocks,
foreign market size, and time trends. The cost of including such variables in the profit function is that it slows numerical
solution of the dynamic optimization problem. In developing our specification we experimented with time trends and
found that they mattered little, so we opted to greatly  improve our computation time by leaving a trend term out of 
equation 1.  

4 Rogoff (1996) and Froot and Rogoff (1995) survey the empirical literature on real exchange rate dynamics.  
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foreign demand schedule, like foreign income and the real exchange rate. We assume that

marginal cost and foreign demand schedules are Cobb-Douglas functions of these factors, so

that gross potential export profits are log-linear in the same set of arguments:

(1)  ( )ln *π ψ ψ νit i t itz e= + +0 1

Here  is firm i’s gross potential export profit during year t (i = 1, . . . n;  t =1, . . ., T), zi is aπ it
*

k-element vector of time-invariant, firm-specific characteristics, et is the log of the real

exchange rate, and is a stationary, serially-correlated disturbance term that captures allν it

idiosyncratic shocks to foreign demand and marginal production costs.3    

Potential export profits evolve over time with exogenous shocks to et and . Withoutν it

departing much from the available evidence, we assume that e follows a normal AR(1) process,

with transition density   where is a standard normal density( )f e ee t
e e

w
t e t

w
( | ) ,′ = − − −φ σλ λ

σ
0 1 ( )φ ⋅

function .4   Assuming that  also follows a first-order process would be more problematic, givenνit

that profit shocks come from fluctuations in factor prices, productivity and demand. We therefore

express  as the sum of m stationary, independent AR(1) processes: , where  is aνit ν ιit itx= ′ ι

column vector of m ones, and  is a column vector of m error componentsx x x xit i t i t imt= ( , , , )'1 2 K

with joint transition density . This formulation implies that f x xx it j

m x x
j

j
x
j

it
j

j
( | )′ = 



=

′
− −Π

1

1φ σλ
σ ωω

ν it

has a stationary ARMA(m, m-1) representation, which is quite general for large m. It also allows

us to express profits exclusively in terms of first-order processes, and to thereby keep calculations
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of firms’ value functions simple. To simplify notation, let Q = (R01,...,R0k,R1) collect the profit

function parameters, and let the diagonal matrices GT and 7x collect ’s and ’s respectively.σωj
2 λx

j

As will be discussed shortly, our data set includes information on export revenues but

not on export profits, so it is not possible to estimate Q, 7x or ET directly from equation (1) .

To surmount this problem, we exploit the link between profits and revenues implied by profit

maximization. Specifically, the domestic currency price of exports ( ) is related to thePit
f

marginal cost of their production ( ) by , where  is a firm-specificcit P cit
f

i it( )1 1− =−η ηi > 1

foreign demand elasticity. Multiplying both sides of this standard mark-up equation by the

profit-maximizing quantity of foreign sales yields , where  and  R Cit
f

i it
f* *( )1 1− =−η Rit

f * Cit
f *

are potential export revenues and potential variable costs of exporting, respectively. Re-

arranging this result yields a simple expression for potential export profits in terms of potential

export revenues:

(2) .                                                       π ηit it
f

it
f

i it
fR C R* * * *= − = −1

Finally, substituting (2) into (1) yields an export revenue function that can be used to identify

Q,  GT and 7x:

(3)                                                ln ln*R z e vit
f

i i t it= + + +η ψ ψ0 1

Equation (3) provides a basis for inference concerning the profit function parameters,

but it also introduces a set of n firm-specific foreign demand elasticities,  , that{ }η η=
=i i

n

1

must be estimated. To deal with this incidental parameters problem, we assume that the ratio of

foreign demand elasticities to domestic demand elasticities is  for all producers within( )1+ υ

an industry. Then by equation (2) and its analog for domestic sales ( ) and domesticRit
d

production costs ( ),  total production costs incurred by the ith producer areCit
d



5 It is necessary to write our elasticity expression in terms of total production costs because survey data do
not break down costs by product destination. Note that this formulation does not require that the marginal costs of
producing for the foreign market match the marginal costs of producing for the domestic market. Nor does it require
that a given producer supply the same product to both destinations.
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  Rearranging this expression yields an( ) ( )C C C R Rit it
f

it
d

it
f

i it
d

i= + = − + − ⋅ +− −1 1 11 1η η υ( ) .

equation in terms of observable variables that helps to identify foreign demand elasticities:5

(4)
  .                                                       1 1 1− = − +









 +

C
R i

R
R

it

it

it
d

it
itη υ ξ

Here is total sales revenues,  and we have added an error term, , toR R Rit it
d

it
f= + ξit

accommodate noise in this relationship.  We assume that  reflects discrepancies betweenξit

reported variable costs and true variable costs, and that it follows a normal AR(1) process  

with transition density .( )f it
it

ξ
ξ

ς
ςξ ξ φ

ξ λ ξ
σ

σ′ =
′ −









−| 1

2.2  The export market participation rule

 Because we have used a logarithmic functional form for equation (1), gross potential

export profits are always positive. Nonetheless, firms may choose not to export for several

reasons. First, firms that aren’t already exporting face the sunk start-up costs of establishing

distribution channels, learning bureaucratic procedures, and adapting their products and

packaging for foreign markets. Second, exporters incur some fixed costs each period to

maintain a presence in foreign markets, including minimum freight and insurance charges, and

the costs of  monitoring foreign customs procedures and product standards.

Define the fixed costs of exporting to be  , where (F is a parameter common toγ εF
it− 1

all firms and  captures all variation in fixed costs across firms and time.  Also, define theεit
1

start-up costs faced by the ith firm to be , where (S  is a 1 × k vector ofγ ε εS i it itz + −1 2



6 These conditional independence assumptions come from Rust (1988). They substantially simplify the
numerical solution of the firm’s dynamic optimization problem.  Note that the errors git can also be interpreted as the
managers’ transitory optimization errors when choosing export quantities or prices, as well as variation in fixed and sunk
costs.

7 Equation (5) implies that firms completely lose their investment in start-up costs if they are absent from the
export market for a single year. Thus all firms that did not export in year t-1 are treated the same in year t, regardless of
their more distant history. Earlier studies suggest that these investments depreciate very quickly, and that firms which
most recently exported two years ago must pay nearly as much to re-enter foreign markets as firms that never exported
(Roberts and Tybout (1997a)). In light of these findings, and given that more general representations make structural
estimation intractable, we consider (5) to be a reasonable abstraction.
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coefficients on the fixed plant characteristics, zi, and  allows for cross-firm and inter-ε εit it
1 2−

temporal variation in start-up costs. Further, let be normally distributed, seriallyε ε εit it it= ( , )1 2

uncorrelated shocks, with transition density  and assume that  is( )f it j j

j

jε
ε
σ εε ε φ σ
ε

( | ) ,′ =
=

′
−Π

1

2
1 εit

independent of xit  and et. 6 Also, to economize on notation, collect the parameters of  in thef ε

matrix Gg , and collect the  sunk and fixed costs parameters in the vector ( )= diag σ σε ε1
2

2
2,

' .( )= γ γ γS Sk F1, , ,K

 Denote the gross profit function in equation (1) by B*(et, xit, zi), and assume that all

sunk costs are borne in the first year of exporting. Then net current export profits for the ith

firm in year t may be written as:

(5) ,                     u
e x z if y and y
e x z z if y and y

if y

t it i F it it it

t it i F S i it it it

it

( )
( , , )
( , , )

*

*⋅ =
− + = =
− − + = =

=









−

−

π γ ε
π γ γ ε

1 1

2 1

1 1
1 0

0 0

where yit equals one if the ith firm exports during period t, and zero otherwise. Note that net

potential profits depend on the firm’s export participation in the previous year, yit-1 , because

that determines whether it must pay the sunk entry costs to export in year t.7  Thus, as in Dixit

(1989) and Baldwin and Krugman (1989),  the return to becoming an exporter today includes

the option value of being able to continue exporting next period without incurring start-up



8The transition densities fe, fx and fg  and equation (6) satisfy the regularity conditions required for the existence
and uniqueness of the value function:  time separability of the profit function, a Markovian transition density for the state
variables, and a discount rate less than one.  See Rust (1995, section 2).
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costs, which in turn depends upon the  perceived distribution of future potential exporting

profits. 

In period t, prior to making its exporting decision, the ith firm observes the current

realizations on the arguments of its gross profit function (1):  zi , et , and .  These variablesxit

all follow first-order Markov processes, so they provide all of the information available at time

t on the possible future paths for gross exporting profits. It follows that firm i maximizes its

discounted expected profit stream over a planning horizon of H years by choosing the decision

rule   that solves:y y e x z yi i i i iτ τ τ τ τε θ= −( , , , , | )1

(6) max ( , , , , , | )

( )

E u e x z y y

y
t

t
i i i i i

t

t H

δ ε θτ
τ τ τ τ τ

τ

−
−

=

+

∑
⋅

1

Here Et  is the expectation operator conditioned on information available at time t, * 0 [0, 1) is

a one-period discount factor, and 2 = (Q, 0, L, 7x , ET , ', Eg , 80 ,8e ,Fw , 8> , FH ) is the entire

parameter vector.

To characterize the decision rule y(@), note that expression (6) is equal to the value

function that solves the Bellman equation:8

(7)      ,                   [ ]
{ }

V u e x z y y E V
y

it t it i it it it t it

it

= +
∈

− +max ( , , , , , | )
,

ε θ δ1 1

0 1

where:

       .( )E V V f e e f x x f d dx det it e x it e t x it it+ ′ ′ ′ += ⋅ ′ ⋅ ′ ⋅ ′ ′ ′ ′∫ ∫ ∫1 1ε εθ θ ε ε θ ε( | , ) ( | , ) | ,

Thus exporting choices maximize the bracketed term in (7), and the decision rule may be written



9 Earlier models of the decision to export have been based on reduced-form versions of equation 8, and thus
have not identified the underlying structural parameters (Roberts and Tybout (1997a), Campa (2004), Bernard and
Jensen (2004) and Bernard and Wagner (2001)). These papers test for and find state dependence that is consistent
with the presence of sunk entry costs.  However, because they are not structural and they do not model the export
volume decision, they do not provide a basis for linking industry-level export supplies to firm-level behavior. 
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as  where I( " ) is an indicator function,y I yit it= >( ),* 0

(8)  ,y u e x z y E V e x zit t it i it it t it t it i
* ( , , , , , | ) ( , , | )= +− +ε θ δ θ1 1 1∆

and

.∆E V e x z E V y E V yt it t it i t it it it it+ + += = − =1 1 11 0( , , | ) [ | ] [ | ]θ

Note that the first component of  measures the current net operating profit from exporting,yit
*

and the  second component measures the option value of being able to export next period without

incurring entry costs.

To summarize the model, profit shocks ( ), entry cost and fixed cost shocks ( ), andxit εit

the exchange rate ( ) follow exogenous processes. Together with exogenous plantet

characteristics (zi), they determine the latent variables  and , which in turn determineRit
f * yit

*

observed export participation patterns , , and export revenues,y I yit it= >( )* 0

. (Total costs (C) and domestic revenues (Rd) also respond to the strictlyR I y Rit
f

it it
f= > ⋅( )* *0

exogenous variables.) The next section describes our approach to estimating the structural

parameters that these relationships depend upon.9

3.  Estimation

The data set that we use to estimate the model described above is typical of the

plant-level panels collected by national statistical agencies. For each manufacturing industry, it

includes plant- and year-specific information on total variable costs (Cit ), domestic sales



10Unlike xit, sunk costs induce true state dependence. Chamberlain (1985) provides an early discussion of
the reasons that these two sources of persistence are statistically distinguishable.  

11This is possible because  and the elements of  are jointly normal. More precisely, if the ithν ιit itx= ′ xi
T
0

plant exports in qi > 0 years, the elements of  can be expressed as  where  xi
T
0

rx A Bi
T

i i0 = ++ν µ
r

Kx x xi
T

i iT0 0= ′ ′




′

, ,
is an mT × 1 re-shaping of ,  is a qi × 1 vector consisting of the uncensored profit shocks, and A and B arexi

T
0 νi

+

11

revenue  and realized export revenues  It also includes plant-specific information on( ),Rit
d ( ).Rit

f

some time-invariant characteristics like location, size and business type (zi ). But it does not

include information on profits from exporting, exporting costs, producer-specific prices, or

producer-specific quantities. Augmented by a log real effective exchange rate series (et ), the

available sample information for the ith  producer is thus  whereD y R R C e zi i
T

i
fT

i
dT

i
T T

i= ( , , , , , ),0 0 0 0 0

for any variable, W, we use  to denote . Ws
t ( )W W Ws s t, , ,+1 K

Intuitively, it is possible to associate different types of variation in the data with the

identification of different parameters. Plant-specific demand elasticities are identified by

plant-specific ratios of total revenues to total variable costs, and by the fraction of revenues

coming from exporting. The revenue function parameters—including the xit process—are

identified by variation in export revenues among incumbent exporters and through time. Sunk

entry costs are identified by differences in exporting frequencies across plants that have

comparable expected profit streams, but differ in terms of whether they exported in the previous

period.10 Finally, given profit streams and sunk costs, the frequency of exit among firms with

positive gross profit streams identifies fixed costs.

More formally, we estimate the parameters of our model using a Type II Tobit likelihood

function, generalized to deal with serially correlated errors ( ’s) , lagged endogenous variablesxit

( ’s), and incidental parameters ( ’s). To develop this function, we first note that each elementyit−1 ηi

of =  can be written as a linear combination of the uncensored export profit shocksxi
T
0 ( )x xi iT0, ,K

( ’s) and a vector of  mT  i.i.d. standard normal variates (hereafter denoted ).11 This fact impliesνit µi



conformable matrices of parameters. The non-zero elements of A and B are functions  of , and  qi columns( )Λ Σx , ω
in B are zeros. For plants that never export, the function simplifies to . These results are developed andrx Bi

T
i0 = µ

discussed in the Appendix, section A.2.

12The density  is simply a product of mT univariate standard normal densities. The density is( )g iµ ( )h iν
+

multivariate normal with zero mean and covariance matrix determined by . Section A.1 of the appendix( )Λ Σx , ω
provides details. 
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that there exist functions  and , where( )x xis
t

s
t

i i= +ν µ, ( )x xit t i i= +ν µ,

 is the set of uncensored ’s. Thus, letting the joint{ }v R z e Ri it
f

i i t it
f+ = − − − >ln ln ;η ψ ψ0 1 0 νit

density functions for  and  be  and , respectively, and ignoring for now theµi ν i
+ ( )g iµ ( )h iν

+

information contained in domestic sales revenues and production costs, we can write the ith plant’s

contribution to the likelihood function (suppressing 2) as:12 

(9) 
[ ] [ ]

[ ] ( )

P y R e z P y e z

P y e z h

i
T

i
fT T

i i
T

i
T

i

i
T

i
T

i i

0 0 0 0 0

0 0

, | , , | ,

| , ,

=

= ⋅

+

+ +

ν

ν ν

        .( )[ ] ( ) ( )= ⋅











⋅+ +∫ P y e x z g d hi

T T T
i i i i i i

i

0 0 0| , , ,ν µ µ µ ν
µ

The first equality in (9) reflects the fact that  and  convey the same( )y R e zi
T

i
fT T

i0 0 0, | , ( )y e zi
T

i
T

i0 0, | ,ν +

information. The second equality breaks the likelihood expression for  into the( )y e zi
T

i
T

i0 0, | ,ν +

product of the conditional distribution for  and the marginal density for . The last( )y e zi
T

i
T

i0 0| , ,ν + νi
+

equality replaces  with  in the set of conditioning variables for the probability of .νi
+ xi

T
0 yi

T
0

This change of variables in the last line of (9) links our likelihood expression to the

exporting decision rule developed in section 2 above. To see how, factor the joint probability of

plant i’s exporting decisions as:

(10) ( )[ ] ( )[ ] ( )[ ]P y e x z P y e x z y P y e x zi
T T T

i i i i
T T T

i i i i i i i i0 0 0 1 1 1 0 0 0 0| , , , | , , , , | , , ,ν µ ν µ ν µ+ + += ⋅



13Appendix section A.3 describes our procedure for evaluating , given its arguments.yit
*

14Plant i’s initial exporting status depends on , which in turn is correlated with . Thus is notxi0 xi
T
1 yi0

independent of , and this dependence must be recognized when performing the integration described in the lastxi
T
1

line of equation (9). For recent discussions of this problem and further references, see Arellano and Honoré (2001)
and Honoré and Tamer (2006) . 

15Hsiao (1986) describes this type of approach in the context of a simpler dynamic discrete choice model.
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Then, exploiting the serial independence of , further factor the first right-hand term in (10) toεit

obtain:

(11)  
[ ]

[ ]( ) [ ]( )
P y e x z y

E I y e x z y E I y e x z y

i
T T T

i i i i

it t t i i i it itt

T y

it t t i i i it it

y

it

it

it

it

1 1 1 0

11 1

1
0 0

| , ( , ), ,

, ( , ), , , , ( , ), , ,* *

ν µ

ν µ ε ν µ εε ε

+

+
−=

+
−

−

=

> ⋅ ≤∏
 

Clearly, this expression allows one to calculate the joint probability of plant i’s exporting decisions

in years 1 through T using equation (8),  , and fg .13 ( )x xit t i i= +ν µ,

It remains to discuss evaluation of the second right-hand side term in (10)—the probability of

exporting in year 0. This expression is not conditioned on lagged exports, so it cannot be constructed

directly from (8). Nor can  be treated as an exogenous conditioning variable.14 In principle, ityi0

would be possible to deal with this “initial conditions problem” by treating  as( )[ ]P y e x zi i i i0 0 0| , , ,ν µ+

the steady state probability implied by equation (8),  fg , and fx.15 However it is time-consuming to

simulate this probability, and as discussed below, we need to evaluate our likelihood function

hundreds of thousands of times. We therefore use Heckman’s (1981) method for dealing with the

first sample year instead. This amounts to expressing the probability of exporting in the initial year

as a reduced-form probit:
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where  is a vector of unconstrained parameters to be estimated, hereafter absorbed( )′ = ′ ′α α α α0 1 2, ,

into 2. (Note that the exchange rate is common to all plants in period 0, so its effect is included in

"0.)  

Identification of non-linear panel data models with unobserved individual effects generally

“requires distributional assumptions on the initial conditions process if there is serial correlation in

the unobserved transitory error components and/or lags of the dependent variable are used as

explanatory variables” (Honoré and Kyriazidou, 2000, p. 840). Our model exhibits these features,

and Heckman’s (1981) method provides such a distributional assumption on .  Nonetheless, foryi0

several reasons, this extra structure is not critical in the present context. First, as will be discussed

shortly, we use a Bayesian estimator. Thus if point identification were to fail, it would simply affect

the tightness of the posterior distributions. Second, identification is aided by the fact that the

unobserved individual effects (x’s) in the export revenue equation (3) are the same as the unobserved

individual effects in the export market participation equation (8). Thus the uncensored realizations

on  help to identify the transition density , as discussed above. Third, recent numericalν ιit itx= ′ f x

experiments suggest that the long time dimension (T=10) in our data set and the fact that zi is time

invariant both help to identify the model. More precisely, without imposing any distributional

assumptions on yi0, and using a relatively simple dynamic discrete choice  model with individual

effects, Honoré and Tamer (2006) find that identification is more likely for data sets with longer

time dimensions (T>3) and with observations on different y realizations at the same explanatory

variable realizations. These authors also find that when parameters are not point identified, the

models they consider “restrict the parameters to lie in a region that is very small in many cases, and

the failure of point identification may, therefore, be of little practical importance . . .” (p. 611). 



16To see the relation between our likelihood function and a type II Tobit function, note that if xit were
serially independent,  would be independent of  and could be treated as exogenous. Thus there would beyi0 ( )xi

T
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So except for the nonlinearity in the relationship between  and , which prevents one from writing theyit
* ν it itx≡

integral in the last equation in closed form, equation (9) would be equivalent to Amemiya’s (1985, p. 386) likelihood
function for a Type II Tobit. It is worth noting that if we were to abandon our ARMA(m,m-1) representation of the
profit function disturbance in favor of time-invariant plant effects, Kyriazidou’s (1999) fixed-effects approach to
Tobit estimation would be a feasible alternative estimation strategy.
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Thus far, we have essentially generalized the Type II Tobit likelihood function to allow for a

general form of serial correlation and an initial conditions correction.16 We now further depart from

the standard Type II Tobit specification by incorporating the information on demand elasticities that

is contained in total variable cost realizations and domestic revenues . By equation (4),( )Ci
T
0 ( )Ri

dT
0

costs are a deterministic function of domestic and foreign revenues, up to measurement errors >it. 

This error is independent of the other disturbances in the model, so the density for variable costs

conditioned on revenues can be added multiplicatively to equation (9). Recognizing the dependence

of the expressions developed above on , the likelihood function for the entire sample can then beθ

expressed as:

(13) ( ) [ ]L D f C R R P y R e zc
i

n

i
T

i
fT

i
dT

i
T

i
fT T

i( | ) | , , | ,θ = ⋅
=
∏

1
0 0 0 0 0 0

where  is the complete data set, and  is the density for the sequence of{ }D Di i

n
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17A supplement for this paper, which is posted on the Econometrica web site, details the MCMC estimator
and reports the results of the sensitivity experiments.
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T+1 realizations on  implied by  f> and equation (4).Cit

The likelihood function is not globally concave in 2, so simple optimization algorithms may

not find its maximum.  It also poses an incidental parameters problem, given that each firm-specific

demand elasticity is identified with only T observations.  We deal with these problems by using a

Bayesian Monte Carlo Markov chain (MCMC) estimator. This changes the estimation problem from

one of finding a global optimum to one of characterizing a posterior distribution, and makes the non-

convexity of the likelihood surface irrelevant. It has the added benefit of allowing us to exploit

information from the existing literature on foreign demand elasticities.

 To implement the estimator we specify a prior density function , q(2), for the unknown

parameters. Combining this with the likelihood function described above, we then obtain the

posterior distribution for  as the joint distribution for  and the data,  divided by the marginalθ θ

distribution for the data: P[2 |D] = . Estimation then amounts toq L D q L D d( ) ( | ) / ( ) ( | )θ θ θ θ θ
θ

⋅ ⋅∫
characterizing this distribution numerically. It is not possible to do so using closed form-expressions,

but it is possible to sample from P[2 |D] using a Metropolis-Hastings sampling algorithm (e.g., Gilks

et al, 1996; Geweke, 1997). By drawing a large sample and constructing the associated moments, we

impute the posterior means and variances of .  We also experiment with the priors to determineθ

their influence on the estimates.17

4.   Fitting the Model to Three Colombian Industries

4.1  The Data

Because we are interested in studying why different industries respond differently to the



18The data do not link plants common to a firm, so we treat the plant as the decision-making unit. This is
potentially problematic because among multi-plant firms, plant-level exports may partly respond to characteristics of
other production units. However, the vast majority of Colombian firms operate a single plant.

19Statements concerning trade flows are based on the World Bank’s Trade and Production Database, which
is available at www.worldbank.org/research/trade. Our plant-level data do not reveal destination markets for
exported goods.

20 Our results describe decisions by existing domestic producers to diversify into foreign markets and/or to
adjust their export volumes. A more general framework would treat each plant as making simultaneous decisions to
enter or exit production and to enter or exit the export market.  This would require us to model the sunk costs involved in
setting up a plant.  In Colombia, most exports over the sample period came from the plants that were continuously in
operation and focusing solely on this group of plants is a reasonable starting point that substantially simplifies the
empirical model.
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same export stimuli, we estimate the structural parameter vector  separately for three Colombianθ

industries: leather products, knitted fabrics, and basic chemicals.18  These country and industry

choices reflect several considerations. First, partly because of real exchange rate depreciation,

Colombia experienced a manufacturing export boom during the sample period (1981-1991). Second,

among manufacturers, these industries are relatively export-oriented, and each exhibits export

market entry and exit in most of the sample years. Thus they exhibit the type of variation needed to

make inferences about sunk entry costs. Third, these industries differ in terms of their product

markets and production technologies. Knitted fabrics and basic chemicals are exported mainly to

Latin America, while leather products are exported mainly to the United States and Europe.19  This

provides us with some basis for generalization about the effects of sunk costs and heterogeneity in

different settings. Finally, by developing the model on one industry (basic chemicals) then applying

it to each of the others, we are able to check the robustness of the specification.

Our data set describes the 32 leather products producers, 40 basic chemicals producers and

64 knit fabric producers that operated continuously in the domestic market during the period 1981-

1991.20 It was originally collected by Colombia’s Departamento Administrativo Nacional de

Estadistica (DANE), and it was cleaned as described in Roberts and Tybout (1996, Chapter 10).



21 Exploratory tests based on equation (3) suggest that the disturbance of equation (3) follows an
ARMA(2,1) process, which implies that m =2 is appropriate. Das et al (2001) provides details.

18

Later we will provide more descriptive detail on the dynamic behavior of the plants in these

samples. For now suffice it to note that between 1982 and 1991 each sector registered a strong

export response. As Colombia’s real effective exchange depreciated about 33 percent over this

period, real exports of knitted fabrics, leather products, and basic chemicals grew at annualized rates

of 26 percent, 16 percent, and 19 percent, respectively. Simultaneously, the percentage of plants

engaged in exporting rose from 12 to18 in knitted fabrics, from 50 to 58 in leather products, and

from 42 to 50 in basic chemicals. By 1991, the share of export sales coming from plants that were

non-exporters in 1982 was 66 percent for knitted fabrics, 21 percent for leather products, and only 2

percent for basic chemicals.

4.2  Estimation Preliminaries

Before estimating the model we must choose the number of AR(1) processes, m, that will

appear additively in the compound profit function disturbance, . We cannot use the MCMCν

estimator to perform standard tests for the nature of serial correlation, given the time involved in

generating a set of results. We therefore proceed under the maintained hypothesis that m = 2.21 One

interpretation for this specification is that profit shocks arise from both demand and cost shocks, and

each follows an AR(1) process.  The discount rate *  was set equal to .9.  Some trials with other

values of the discount rate showed it had little effect on the findings.   

Next, we must be specific about the variables included in zi . This vector is meant to capture

time-invariant heterogeneity in operating profits and in sunk costs. We model this heterogeneity

using a size dummy based on domestic sales in year 0. This dummy should proxy for both product



22 Experimentation with other dummies based on geographic location and business type yielded similar
results, as did a larger set of dummies that distinguished producers by size quartiles. Given that computation time is
approximately proportional to the number of plant types that we distinguish, we chose to economize on profit
function parameters.

23 Yi (2003) notes that export demand elasticities around 12 or 13 are necessary to reconcile global export
growth with reductions in trade barriers in the context of static trade models.  Goldberg and Verboven (2001)
estimate average price elasticities of demand for foreign cars ranging from 4.5 to 6.5.  Goldberg and Knetter (1999)
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quality and marginal production costs at the beginning of the sample period.22

Finally, we must specify a prior distribution, , for the parameters to be estimated. Theq( )θ

distribution we choose, summarized in the last column of Table I, is a product of independent

parameter-specific distributions, and reflects several considerations. First, to impose stationarity on

all stochastic processes in the model but otherwise leave these parameters completely determined by

the data, we specify that each root is uniform on the range [-1,1]. Second, to impose non-negativity

on all variance parameters and leave them otherwise unconstrained, our prior is that their logs are

distributed normally with mean 0 and standard deviation 20. This implies that the prior standard

deviations for the parameters themselves are on the order of exp(400), so their distributions are

essentially uniform on the positive domain. Third, for the parameters unconstrained by theory, we

also want to impose very diffuse priors. Thus the profit function coefficients, the coefficients of the

initial conditions equation,  sunk costs, and fixed costs are all assigned a normal prior with mean

zero and standard deviation 500. The latter is far larger than the expected range of values for all

coefficients in this group. Finally, given that the data only contain 11 annual observations per plant,

we use priors that impose relatively more structure on the foreign demand elasticities. Specifically,

we use  which implies, in levels, that each  has a mean of 12.2 and a standardln( ) ~ ( , )ηi N− 1 2 1 ηi

deviation of 16.0. This prior ensures that the posterior distributions for the demand elasticities are

bounded above unity (a necessary condition for the model), and is consistent with the available

evidence regarding product-level demand in foreign markets.23 Also, to add some precision to the



estimate residual demand elasticities for German beer and U.S. linerboard in various foreign markets.  The average
foreign demand elasticity in this study is 16.4 and the standard deviation across the estimated elasticities is 26.0.
Excluding a large positive outlier, these figures become 10.4 and 12.4.

24 An AR(2) process fits the data better, but the improvement is minor (R2 = .85 versus R2 = .79), and the
cost of adding an additional state variable to the model in terms of computational speed is substantial.  Given that the
focus of the paper is not on modeling the exchange-rate process, we have chosen to keep this aspect of the model as
simple as possible.

25 Because of limited power, many studies of real exchange rate dynamics have failed to reject a random walk
(Rogoff (1996)).  However, those studies that exploit long time series or pool countries are often able to do so (Froot and
Rogoff (1995)).  In one such paper, Frankel and Rose (1996) fit an AR(1) process to a panel of real exchange rate series
from 150 countries, obtaining our estimate of 8e exactly.  Country dummies, time dummies, and an error-correction term
do very little to affect their finding.  It is worth noting that even if the Colombian exchange rate were to follow a random
walk, our analysis would be qualitatively unaffected because we are using a finite horizon model and only need to
simulate the exchange rate movements over a 30-year horizon in order to calculate the value function. 
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relation between the data and foreign demand elasticities implied by equation 4, we impose the prior

that the ratio of the foreign demand elasticity to the domestic demand elasticity  is uniform on( )1+ υ

[0, 2].  

4.3  Exchange Rate Process Parameters

As mentioned in section 3, the real exchange rate process is identified exclusively by time

series data on this variable. Accordingly, before estimating the other elements of 2, we obtain

by fitting a simple AR(1) process to the log of the real effective export exchange rate( , , )λ λ σ0 e w

series, 1968-1992,  calculated by Ocampo and Villar (1995).24  The coefficients (standard errors in

parentheses) are  = 0.549 (.429) ,  =  0.883 (.094) and = 0.0043.  The Dickey-Fuller test$λ0
$λe

$σ w
2

statistic for stationarity is -1.93 and the critical value is -2.78 at a 90 percent confidence level.  So,

although our point estimates suggest the exchange-rate process is stationary, the usual problem with

test power prevents us from rejecting the null hypothesis of a unit root.25   In the estimation of the

remaining parameters in 2, we treat the exchange rate parameters as fixed at these values and,

because of the computation time required, have not attempted to incorporate the effect of sampling

error in these estimates on the remaining parameter estimates.   
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4.4  Profit Function Parameters

Moments of the posterior density for the model’s remaining parameters are reported in Table

I.  Note that, with the exception of the demand elasticities, the standard deviations of the priors

(rightmost column) are generally orders of magnitude larger than the standard deviations of the

posterior distributions.  Thus, conditioned on our elasticity priors, these posteriors basically reflect

the information in the data. 

The profit function coefficients exhibit the expected general pattern in all industries.  Firms

that begin the sample period with large domestic sales (hereafter “large” producers) typically stand

to profit more from exporting than those that do not (hereafter “small” producers). This presumably

reflects their relatively low initial production costs and/or relatively desirable products.  Also, the

elasticity of profits with respect to the exchange rate is substantial in leather products and knitted

fabrics, indicating that for these sectors devaluation increases foreign revenues substantially more

than it increases the costs of their inputs.  Although positive, responsiveness to the exchange rate is

much more modest in the basic chemicals sector.

Residual profit shocks reflect the combined effects of plant-specific shocks to foreign

demand and marginal costs. Not surprisingly, the posterior distributions for the roots of these

compound shocks (  and ) imply strong serial correlation.  Further, the two roots are distinct inλx
1 λx

2

each industry, so a simple AR(1) specification (i.e., setting m=1) would have been inappropriate. 

Most roots are positive, but the basic chemicals sector has one negative root, implying a

fundamentally different error process in this sector. 

Rather than summarize all of the plant-specific elasticity posteriors, the middle panel of



26Note that generally, the larger the mean elasticity, the more diffuse its posterior distribution. This is
because producers with very small mark-ups must have very large demand elasticities, and these elasticities are very
sensitive to small changes in mark-ups. 
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Table I reports results for the four plants in each industry that fall at the quintile cut-offs.26 Pooling

plants within each industry we calculate an  average mean elasticity of 12.7 for knitted fabrics, 13.0

for basic chemicals, and 14.2 for leather products.  These figures imply that, on average, producers

keep about 0.07 of each peso of their export revenues as gross operating profits (equation 2).

The posterior distribution for the foreign elasticity premium, , differs substantially acrossυ

sectors. Among leather products producers, foreign and domestic demand elasticities appear to be

very similar, but among knitted fabric producers, the mean ratio of foreign to domestic demand

elasticities is approximately 1.95, and among basic chemicals producers it is 1.85.  These latter two

industries follow the expected pattern in that foreign markets, being larger than domestic markets,

are likely to offer stiffer competition.

4.5  Sunk Costs and  Fixed Costs

Because we use a structural model to characterize export market participation, we are able to

go beyond previous studies and quantify the sunk entry costs that potential exporters face.  The

findings are remarkably similar across sectors.  Among small producers, average entry costs range

from 64 million1986 pesos ($US 430,000) for leather producers to 61 million 1986 pesos ( $US

412,000) for knitting mills. (Of course, entrants tend to get favorable entry cost draws, so average

entry costs incurred are considerably lower.) For large producers, the average cost of foreign market

entry is lower, ranging from an average of 51 million 1986 pesos ($US 344,0000) for basic chemical

producers to 59 million 1986 pesos ($US 402,000) for knitting mills.  The posterior distributions are

fairly concentrated for all sunk cost parameters, despite relatively diffuse priors.  Standard

deviations in millions of 1986 pesos range from 1.9 to 4.9.  The lower entry costs for large producers
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could reflect differences in the types of goods they are exporting and/or the markets they service. 

Size advantages may also derive from existing contacts and distribution channels among large

plants, or from larger front office operations.

The means of the posterior fixed cost ((F ) distributions are very close to zero for all three

sectors, and variances of these distributions are sufficiently large to imply that these costs, on

average, are negligible.  Recall, however, that fixed costs for the ith plant are  (F  - , and theεit
1

posterior distribution for  is bounded well above zero.  So fixed costs are important at least someσε1

of the time for some of the plants.

4.6  The Role of the Priors

As discussed in the supplement to this paper, we re-estimate the model using substantially

more diffuse  priors.  This has little effect on the posterior distributions for the sunk cost parameters,

fixed cost parameter, slope parameters of the profit function (domestic size dummies, exchange rate

coefficients), and quartiles of the cross-plant distribution of foreign demand elasticities.  The only

parameters which prove sensitive to priors characterize the gap between foreign and domestic

demand elasticities.  In particular, when the width of the uniform interval is increased by a factor of

5,  is estimated to be substantially larger.  Thus, domestic markets may be less competitive( )1+ υ

than the figures in Table I suggest.  However, the competitiveness of the domestic market is

irrelevant for the export analysis that follows, so the sensitivity of  to our priors has no bearing onυ

our inferences.

4.7  In-sample Model Performance

To assess the in-sample fit of the model, we set all parameters to their posterior means, , θ

and we simulate a set of revenue trajectories, , for a hypothetical set of plants.  This set beginsRi
fT
0

with the same base-year pattern of export market participation and domestic sales volume (small
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versus large) that we observe in the first year of the data set.  Thereafter it evolves with random

draws on the model’s exogenous stochastic variables, and .  More precisely, for each instancexit εit

of a particular combination in the 1981 data set, we draw an initial vector from the( , )y zi i0 xi0

conditional density . (Section A.4 of the appendix provides details.)  Then wef x y z ex y i i i| ( | , , , )0 0 0 θ

simulate each draw forward for 10 periods using the AR(1) process , and pair eachx xit it it= +−Λ 1 ω

realization with an  draw from . Finally, period by period, we substitute thexit εit N ( , )0 Σ ε

simulated realizations and actual exchange rate realization into equations (3) and (8),( , )xit itε

evaluated at , thereby imputing foreign sales trajectories for each hypothetical plant.  Note thatθ

these simulations do not incorporate any post-1981 information on plants characteristics or, aside

from the real exchange rate, on foreign market conditions.

We repeat the entire simulation process 300 times per plant, and for each set of simulations

we construct trajectories for entry rates, exit rates, export market participation rates, export revenue

quantiles, and total export revenues.  Table II juxtaposes cross-simulation averages of these results

(labeled “predicted trajectories”) with analogous statistics based on the sample data (labeled “actual”

trajectories).  To summarize the degree of variation across simulations, Table II also reports 10th and

90th percentiles.

 The top panel of Table II summarizes producer turnover in the export market.  For example,

the first cell shows that the actual entry rate for knitting mills, averaged over 10 sample years, is

0.041; the average predicted entry rate for the same 10 years is 0.038, and the 10th and 90th

percentiles are 0.025 and 0.050.  The bottom panel describes exporters—both their share in 

the population of plants and their frequencies by export revenue quartile. (Ignoring rounding error,

quartile frequencies sum to the aggregate export rate.)  Overall, the simulations do a good job of

replicating the data, both in terms of turnover patterns and in terms of exporter size quartiles. Most



27 Additional simulations (reported in the supplement) summarize the ability of the model to predict
aggregate export trajectories. They show that general tendencies to expand or contract are captured by the model,
and that actual trajectories always fall within the 10th and 90th percentile bounds.  Similar comments apply
concerning the number of exporters, although the model shows some tendency to under-predict in the later sample
years.

28 Comparing across the 300 sets of trajectories for the model shocks, we find a great deal of heterogeneity
indicating there is considerable scope for improving forecasts of industrial exports by bringing in additional information
on the sources of these shocks, including foreign market conditions.   
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predicted values are close to their actual values, and with one exception, all actual values lie within

the 10th and 90th percentile bounds.27

5.  Implications for Export Supply

5.1 Profits, Option Values, and Transition Probabilities

To explore the implications of sunk costs and plant profit heterogeneity for aggregate export

responsiveness, we calculate the expected value of exporting that each plant would have perceived

in year t if it had not exported in year t-1, gross of entry costs:
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Note that, except for entry costs, this expression measures the expected value of the two basic

payoffs to exporting: current profits, ,  and the option value of being able to continueπ γ( )⋅ − F

exporting next period without paying entry costs, . Note also that  is an∆E V e x zt it t it i+ + +1 1 1( , , ) ~Vit

expectation over the unobservable , , and exchange rate realizations; so it shows less variationxit εit

than was actually present.28  

The gross expected value of exporting is compared with expected sunk entry costs, ,γ S iz

plant by plant, in Figure 1. Plants are grouped by their pre-sample domestic sales category (small

versus large), then sorted in order of ascending .  Small plants appear on the left in each panel.~Vit
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Both the first (1982, t=1) and the last (1991, t=10) sample year are presented to show the sensitivity

of exporting values to the observed changes in the exchange rate.  The two horizontal lines in each

panel are the posterior mean sunk costs for each plant type. 

Figure 1 suggests that responsiveness on the entry-exit margin is likely to vary considerably

across industries.  Within each industry, expected export profit streams are similar across small

plants, and are insufficient to cover the costs of entry.  But the magnitude of the shortfall is much

larger in basic chemicals than in the other two sectors, implying that a given exchange rate

devaluation is likely to trigger relatively less small plant entry in this industry. Among large

producers, there is much more within-industry heterogeneity in leather products and basic chemicals. 

For large producers in these sectors the entry margin will probably be active, but relatively few non-

exporters are likely to respond to devaluation.  Large knitting mills are much more homogeneous. 

Non-exporters among these plants are likely to respond similarly to devaluation, so a sufficiently

large change in the exchange rate may well induce a wave of entry.

Finally, comparisons of beginning-of-sample values ( ) and end-of-sample values ( )~
,Vi 1

~
,Vi 10

reveal that the effects of Colombia’s 33 percent exchange rate depreciation were not uniform across

producers.  Expected pay-offs to large producers are much more sensitive to the exchange rate than

pay-offs to small producers, simply because exchange rate effects are roughly proportional to

expected revenue streams.  

Figure 1 should not be used to predict which plants will actually participate in the export

market because it averages out noise in sunk costs and profits due to  and .  Further, thisxit ε it

figure does not distinguish which producers were already in the export market.  Those plants

currently exporting will remain in the market as long as their expected profit streams are

positive–their profits need not exceed the cost of entry. 
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To illustrate the importance of this latter phenomenon, we calculate the probability that each

plant will remain an exporter, assuming it exported in the previous year, and the probability that

each plant will enter the export market, assuming it did not export in the previous year.  Figure 2

plots these values for plants in 1991, once again taking expectations over  and .   Thexi ,10 ε i ,10

probability of remaining an exporter, once in, is above 0.8 for knitted fabric producers, above 0.9 for

leather producers, and varies from 0.6 to 0.9 for basic chemical producers.  That is, P( + > 0)
~

,Vi 10 ε1 10i ,

is quite high for most plants.  In contrast, the probability of entering the market P(
~

,Vi 10

+ >0)  is generally below 0.2 in knitting and basic chemicals, although entry is more− γ S iz ε1 10i ,

likely for a subset of leather products producers.  The gap between the probability of getting in and

the probability of staying in is as large as 0.7 for many producers–this figure is similar to estimates

based on a reduced-form model of the decision to export (Roberts and Tybout (1997a)).

  Because we have estimated a dynamic structural model, we are able to measure the option

value of being able to export next period without paying entry costs. This value is illustrated for

non-exporters in Figure 3 as the difference between gross export value, , and net
~

,Vi 10

 current profits, . .  If there were no entry costs, the option value( )[ ] ( )π ν µ µ µ
µ

e x z d dt t i i i i i
i

, , ,+∫
would be zero and exporting behavior could be described with a static model.  But option values are

in fact the largest component of export value for most producers, and they are overwhelming

important among knitting mills.  One implication is that changes in option values due, for example,

to changing expectations about future market conditions, can induce large changes in the return to

becoming an exporter, even if current profits are unaffected. 

5.2  Simulated Effect of a Devaluation

The export supply response to a devaluation reflects adjustments on two margins: entry-exit

and output adjustments among incumbents.  To quantify each type of response we simulate plants’



29 This is accomplished by increasing the intercept of the estimated autoregressive process for the log of the
exchange rate.  Given the parameter estimates reported in section 4.2, the steady state mean of the logarithmic exchange
rate is .549/(1-.883) = 4.69.  Using the relationships between the mean and variance of a normal and a log normal random
variable, an increase in the intercept from 0.549 to 0.572 amounts to a 20 percent change in the long run expected
exchange rate.  
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reactions to a permanent change in the exchange-rate process that depreciates the steady state value

of the peso by 20 percent.29  The regime shifts take place in period 1 and we track plants reactions

over the following nine periods. Plant-specific exporting trajectories are generated as described in

connection with Table II (section 4.7), except all realizations on both x and e are simulated.  We

calculate expected reactions by simulating 300 exchange rate trajectories under each scenario and

averaging each plant’s responses. 

The effect on the number of exporting plants,  relative to a base case of no regime change, is

summarized in Figure 4.  In the top panel, the predicted cumulative percentage change in the number

of exporters is graphed for each industry.  Knitting mills show a 37 percent increase in the number

of exporters over a 10 year period, while the number of leather products exporters rises only 14

percent, and the number of basic chemicals exporters only rises 4 percent.  This relatively strong

entry response among knitting mills largely reflects the fact that few mills were exporting in 1981. 

(Only 5 of 64 knitting mills were already exporting, compared to 17 of 32 basic chemical plants and

14 of 40 leather products plants.)  It also reflects the relative homogeneity of knitting mills in terms

of their expected export profit streams, and their relative proximity to their entry threshold (Figure

1). 

The bottom panel of Figure 4 tracks percentage changes in export revenues for the same

counterfactual regime change. These responses are generally larger, reflecting that fact that

incumbent exporters respond to the new regime by increasing their foreign sales volumes.  After 10

years, the combined effect of entry and volume adjustments leads to a 107 percent increase in
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exports among knitting mills, a 68 percent increase among leather products producers, and 14

percent increase among basic chemicals producers.  The large variation in responses across

industries is due both to differences in entry patterns and to differences in the elasticity of export

profits with respect to the exchange rate.

Perceptions of the policy regime can also matter.  Once again, consider a policy reform that

promotes exports by increasing the intercept of the exchange-rate process.  If managers persist in

believing that the exchange rate realizations they observe were generated by the pre-reform

exchange-rate process, they underestimate the increase in the value of becoming an exporter.  For a

20 percent depreciation in the steady state value of the peso, this type of mis-perception makes little

difference for leather products producers and basic chemicals producers because few of them are

near their entry threshold. But it matters for knitting mills, as illustrated by Figure 5.  If producers in

this industry had persisted in believing they were in the pre-reform regime, the number of exporters

would have grown by 18 percent rather than 37 percent over the 10 year simulation period.

Similarly, their total export volume would have been 90 percent higher than the base case rather than

107 percent. (Differences in responses for the other two industries are very small, so we do not

provide figures for them.)  Together, Figures 4 and 5 demonstrate that  attention to intra-industry

differences in exporting history and heterogeneity help to explain why some industries respond more

than others to a given stimulus.

Finally, exchange rate volatility can matter, but not dramatically.  A 100 percent increase in

the variance of the exchange rate shocks (which is fully anticipated by the plants) does not affect the

expected aggregate exports of basic chemicals.  However in the knitting industry, the same regime

change generates a 3 percent increase in the predicted number of exporting plants and a 17 percent

in export volume after 5 years.  The magnitudes are about half as large in the leather products



30 Those who advocate export promotion (e.g., Westphal (2002)) argue that exports generate various
positive spillovers, while those who are opposed to export promotion (e.g., Panagaria (1999)) discount the
importance of these spillover effects.

31 In Colombia, the most important subsidy has been a tax rebate that is proportional to foreign sales. This
rebate has been delivered in the form of  negotiable certificates (Certificado Abono Tributarios) that recipients can
use to retire their taxes or sell on a secondary market. Other export subsidies have included a duty drawback scheme
(Plan Vallejo), insurance against exchange rate risk on dollar-denominated export loans (discontinued in 1977), and
subsidized export credit (from PROEXPO). As Ocampo and Villar (1995) document, the combined value of these
subsides fluctuated between 16 and 27 percent of export sales for manufacturing overall during the sample period.
We use Ocampo and Villar’s real effective export exchange rate to estimate our model, so although we do not isolate
their effects, these subsidies are built into our analysis.  
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industry.  These findings are driven by the convexity of the profit function rather than a widening of

the hysteresis band, so a larger variance of the exchange rate shocks leads to higher average profits,

and higher average exports for the plants.  

5.3  Alternative Policies to Subsidize Exports   

The case for export promotion policies is controversial.30  Nonetheless, it is quite common to

find significant promotional regimes in place. In this section we shall ignore the question of whether

export promotion is desirable and address the positive issue of how effective various types of

promotion are in terms of their impact on export volumes.

Aside from currency devaluation, governments in developing countries and elsewhere have

used a variety of tools to encourage manufactured exports. (Panagaria (1999), provides a critical

review.)  In terms of value, the most significant ones are usually direct subsidies linked to plant’s

export revenues.31  Preferential credit and insurance are commonly provided by official export

promotion agencies and/or administered through the financial sector.  Export processing zones

provide duty-free access to imported inputs that are subject to tariffs among non-exporters.  Policies

that affect transport costs through the public development of port facilities do the same. All of these

subsidies increase the profits of plants once they are in the export market and thus tend to induce

volume adjustments among incumbent exporters, as well as net entry.



32 Alternatively, creation of export trade groups that collect information on sources of demand and match
foreign buyers and domestic producers can also act to reduce one substantial cost of entry for new exporters.  Information
deficiencies were identified as significant impediments to exporting by Colombian manufacturers in a recent survey.  See
Roberts and Tybout (1997b) for discussion.  

33 Pursell (1999) notes that such programs have gained popularity rapidly at the World Bank during the past
decade. “The justification for these projects is generally that there are exporting firms that would increase their
exports and non-exporters that would start to export, but do not do so because they lack crucial information and
services, e.g.,  information on export markets, production techniques, packaging and delivery requirements, product
standards, etc.” (Pursell (1999, pp. 20-21)).
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A second policy option is to directly subsidize the sunk costs that plants incur to enter export

markets.32  Matching grant programs that subsidize information acquisition or investments in

technology acquisition for export development fall under this heading, presuming that these are one-

shot start-up costs.33  Support for participation in trade fairs might also be classified as this type of

policy, given that it reduces the costs of establishing a foreign clientele. Sunk cost subsidies

encourage entry, but if they do not affect marginal production costs they should not affect export

volume decisions, given foreign market participation.  Further, they also encourage exit if they are

available repeatedly to the same producer because they reduce the incentive to avoid re-entry costs

by remaining in foreign markets during unprofitable periods.

A third type of export promotion provides subsidies that are not directly tied to plants’ export

level but rather are flat payments designed to cover the annual fixed costs of operating in the export

market.  The same types of policies that help to reduce entry costs can fall under this heading,

provided that regular expenditures are required to maintain foreign clients and/or adapt the product

to evolving tastes, technologies and characteristics of competing products.  Unless they shift the

marginal production cost schedule, fixed cost subsidies resemble sunk cost subsidies in that they

operate on the entry-exit margin but not the volume margin.  However, given that they do not affect

the threshold costs associated with exit and re-entry, their effect should be primarily on the number

of exporters rather than the long run rate of turnover among exporting plants.



34 The benefit cost ratios declines as the subsidy rate increases because of our assumption of constant
(albeit plant-specific) demand elasticities for each producer. This ensures that the elasticity of quantity exported with
respect to the subsidy rate is constant, and thus, so is the elasticity of the subsidy’s cost with respect to the subsidy
rate.  But diminishing marginal revenue implies that the elasticity of revenue with respect to the subsidy rate gets
progressively smaller.
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Using our estimated model, we simulate each of these policy options.  First we explore the

effects of per-unit subsidies equal to 2, 5 and 10 percent of their export revenue.  Second, we

simulate fixed cost subsidies amounting to 2 million pesos and 10 million pesos.  Finally, we

simulate a reduction of sunk entry costs by 25, 50 and 100 percent.  (As Figure 3 demonstrates, these

subsidies constitute a substantial fraction of export profits for some plants.)  In order to compare

these policies, we construct a benefit-cost ratio for each one by calculating the total gain in export

revenue that would accrue in each year and dividing it by the direct cost of the subsidy in that year.

The effects of these policies do not vary greatly over time, so we report benefit-cost ratios for

each hypothetical policy 5 years after it is introduced.  This time interval is long enough that most of

the adjustment in the number of plants has already occurred.  All subsidies are viewed as permanent

changes in the export environment by the plants.  

The first panel of Table III shows that in all cases, extra export revenue per peso spent by the

government is highest for revenue subsidies.  This policy generates ratios ranging from 7.5 to 19.7.34

In contrast, fixed cost subsidies generate no more than 4 pesos of revenue per unit cost, and entry

cost subsidies generate no more than 2 pesos of revenue per unit cost.  The revenue subsidy is the

most potent because it acts on the volume margin, which is relevant for all producers, while fixed

cost and entry cost subsidies only affect the decision concerning whether to export. 

A key difference between the fixed cost subsidy and the entry cost subsidy is that the latter

reduces the option value of remaining an exporter, and encourage exit along with entry.  That is,

entry subsidies make it less costly to re-enter, so producers have less incentive to continue exporting



33

during periods when their net exporting profits are negative.  Thus when sunk costs are entirely

eliminated, turnover increases by a factor of three or more in each industry.  This effect on exit is

sufficiently strong that it creates a negative return to export promotion in both the leather products

and basic chemicals industries, where the firms that are encouraged to exit generated more foreign

sales than the entrants who replaced them.

6.  Summary 

In this paper we develop a dynamic structural model that characterizes firms’ decisions about

whether to export as well as quantifies the volume of foreign sales among those who do.  It

embodies uncertainty, plant-level heterogeneity in export profits, and sunk entry costs for plants

breaking into foreign markets.  Using a one-step MCMC estimator that deals with unobserved

heterogeneity, self-selection, and initial conditions problems,  we fit this model to plant-level data on

sales revenue and production costs for three Colombian manufacturing industries.  We then use the

results to quantify sunk entry costs and export profit heterogeneity, and to conduct dynamic policy

analysis.

   Our results imply that entry costs are substantial.  Consequently, producers don’t begin to

export unless the present value of their expected future export profit stream is large.  They also tend

to continue exporting when their current net profits are negative, thus avoiding the costs of re-

establishing themselves in foreign markets when conditions improve.  Further, for many of the

smaller plants, the option value of being able to export in future years without paying entry costs

substantially exceeds the export profits that they expect to earn in the current year. In this sense,

history and expectations are important for many producers.  Intra-industry profit heterogeneity is

also important. In the basic chemicals industry and the leather products industry,  few producers are

near their margin of indifference between exporting and not exporting. In contrast, knitting mills are
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relatively homogeneous, and more likely to respond en mass to significant changes in the return to

exporting.

These features of Colombian industries shape the results of our policy simulations. First,

because patterns of producer heterogeneity differ across industries, so do patterns of export

response.  For example, among leather product suppliers the pay-off to becoming an exporter varies

widely, and few firms are near their foreign market entry threshold.  Even with large changes in the

expected payoff to exporting, entry and exit contribute little to changes in the total foreign sales of

this industry.  On the other hand, many producers of knitted fabrics are nearly indifferent concerning

whether or not they export.  So in this sector a relatively modest shift in the return to exporting is

sufficient to change their exporting status, and entry and exit significantly affect total export

responses.

Second, the fact that sunk entry costs are large makes expectations about future exporting

conditions important for many plants.  Therefore a moderate shift in the mean of the log exchange-

rate process can induce sustained net entry by new exporters and rising export volumes if producers

recognize that the shift has taken place.  On the other hand, the same change in the exchange-rate

process induces far less entry when producers retain their old beliefs.  

Finally, policies that promote exports through per-unit subsidies generate far larger responses

per peso spent than policies that promote exports through lump-sum transfers for new exporters. 

The reasons are that (1) exporters that need a subsidy to get into export markets are almost always

marginal suppliers; (2) these same exporters face relatively high entry costs, and (3) large incumbent

exporters, who account for most of the industry’s foreign sales, are unaffected by entry subsidies,

but positively affected by volume subsidies.
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Appendix

This appendix provides more details concerning calculation of the option value of exporting, 

constructing the likelihood function for plant i (equation 9), and performing simulations.

A.1 Constructing ( )h iν
+

To derive the density function for the   uncensored realizations on log profitq yi itt

T
=

=∑ 0

shocks,  , we assume that the xit  process is in long-run equilibrium.  Then  fx{ }v x Ri it it it
f+ = ≡ ′ >ν ι ; 0

implies  and  = , with the diagonal elements of  ( )x N Iit x~ , ( )0 2 1Σ Λω − − ( )h iν
+ ( )N 0,Σνν Σ νν
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2 2 1
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−
= ′ −Λ Σ Λ 2 1

k ≠ 0

A.2 Constructing  xT
i i0 ( , )ν µ+

To construct , re-write  as an mT × 1 vector: andxT
i i0 ( , )ν µ+ xi

T
0

r
Kx x xi

T
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


′

, ,

express the set of uncensored log profit shocks, , as a qi × 1 vector. Then by well-knownνi
+

properties of multivariate normal distributions,   ~ rxi
T

i0 |ν + ( )N x i xx x xΣ Σ Σ Σ Σ Σν νν ν νν νν− + −− ′1 1,

where  and . Further, the elements of these matrices  areΣ xx i
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determined by and  respectively( )E x x Iit it s x
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x+
−= −' | | ( )Λ Σ Λω

2 1 ( )E x Iit it s x
s

xν ιω+
−= −Λ Σ Λ| | ( ) ,2 1

(Chow, 1983, section 6.3).

Several features of these expressions merit comment. First, although the notation does

not show it explicitly, the dimensions and composition of Gxv and Gvv vary across plants with

their export market participation patterns. Second, because  is serially correlated, informationxit

from all exporting years is used to calculate each element of . Third, because the [ ]E xi
T

i
r

0|ν
+ xit
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process is stationary, uncensored profit shocks (vit’s) receive heaviest weight in determining

contemporaneous expected values ( ), and their importance in determining expected[ ]E xit i|ν +

values for other years ( ) declines monotonically with |s|.[ ]E xit s i+
+|ν

Given the distributions described above, we can write the vector of profit shock

components as

(A.1)  
rx

A B if q
B if qi

T i i i

i i
0

0
0

=
+ >

=





+ν µ
µ

where A = ,  ,  and  is an mT×1 vector of i.i.d. standardΣ Σxν νν
−1 BB xx x x′ = − ′−Σ Σ Σ Σν νν ν

1 µi

normal random variables with density . Note that  has rank( ) ( )g i ij
j

mT

µ φ µ=
=
∏

1
Σ Σ Σ Σxx x x− ′−

ν νν ν
1

mT - qi, reflecting the adding-up constraints  that hold in each exporting year. Thus Bν ιit itx= ′

has qi zero columns and only mT - qi elements of  actually play a role in determining .  µi
rxi

T
0

The rows of equation (A.1) imply the functions  and ( )x xit t i i= +ν µ, ( )x xis
T

s
T

i i= +ν µ,

that appear in section 3 of the text. These functions allow us to simulate    [ ]P y e zi
T

i
T

i0 0| , ,ν + =

 by drawing a set of S  vectors from , using( )[ ] ( )P y e x z g di
T T T

i i i i i
i

0 0 0| , , ,ν µ µ µ
µ

+∫ µi ( )g iµ

  to evaluate  at each , and averaging the results over the S( )x T
i i0 ν µ+ , ( )[ ]P y e x zi

T T T
i i i0 0 0| , , ,ν µ+ µi

outcomes.

A.3 Calculating the latent value of exporting, yit
*

By equation (8), . The first right-y u e x z y E V e x zit t it i it it t it t it i
* ( , , , , , | ) ( , , | )= +− +ε θ δ θ1 1 1∆

hand side term in this expression—net current operating profits—is straightforward to evaluate

using equations (2), (3) and (5). The second right-hand side term—the option value of

exporting— is more difficult to calculate. We begin by using backward induction with a 30-year

horizon to obtain the expected value of staying out of the export market (V0), the expected value



38

of entering the export market (VE), and the expected value of staying in the export market  (VS )

as functions of the current state variables:

                  

( )
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The induction algorithm first evaluates  V0, VE, and VS in the terminal period, t +30 years in the

future, when = 0. Then backing up one period at a time, it calculates each preceding year,E Vt it+1

eventually arriving at the period t. At each stage, Rust’s (1997) random grid algorithm is used to

numerically integrate over one-step-ahead realizations on  the state variables x and e. 

Once these functions have been evaluated, the value of the future export profit stream,

conditioned on current exporting status can be constructed as:
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The difference between these two expressions is the object of interest: )EtVit+1 .

A.4 Simulating the conditional density of initial profit shocks, f x y z ex y z i i i| , ( | , , , )0 0 0 θ

In addition to providing a basis for estimation, the likelihood function components

described above allow us to construct the conditional density for the initial vector, given initialxi0

exporting status and size: .  As discussed in the text, we use this function tof x y z ex y z i i i| , ( | , , , )0 0 0 θ

draw starting values for the simulations reported in Tables II and III, and in Figures 1 through 5.

First, using the results of section A.2 above, write the unconditional density of an initial x

realization as:

. ( )f x N Ix i x0 0
10( | ) , ( )θ ω= − −Σ Λ

Next using estimates of equation (12) of the text, multiply this expression by an approximation to

 to obtain the approximate joint density for initial realizations on ,[ ]P y x z ei i i0 0 0| , , ,θ ( )x yi i0 0,

conditioned on exogenous variables. Finally, divide this density by a version of the probit

equation (12) that excludes to obtain:xi0
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It is not possible to sample directly from this distribution so we use MCMC sampling techniques

to generate the needed  draws. xi0
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Table I
 Posterior Parameter Distributions

(Means and Standard Deviations)

Leather
Products

Basic
Chemicals

Knitted Fabrics Priors

Profit Function Parameters

R0 (Intercept)    -13.645 (4.505) 1.143 (3.642) -12.965 (3.058) R0 ~ N(0, 500)

R01 (Domestic size dummy) 1.544 (0.789) 1.862 (0.813) 1.362 (0.449) R01 ~ N(0, 500)

R1 (Exchange rate coefficient) 4.323 (0.957) 0.975 (0.745) 4.047 (0.640) R1 ~ N(0, 500)
 (Root, first AR process)λx

1 0.787 (0.180) -0.383 (0.186) 0.458 (0.258) 8x1 ~ U(-1,1)

  (Root, second AR process)λx
2 0.952 (0.018) 0.951 (0.022) 0.709 (0.103) 8x2 ~ U(-1,1)

  (Variance, first AR process) 0.282 (0.144) 0.320 (0.109) 0.469 (0.250) ~ N(0,20)

(Variance, second AR process) 0.422 (0.146) 0.491 (0.137) 0.809 (0.264) ~ N(0,20)

L (Foreign elasticity premium) -0.016 (0.022) 0.849 (0.126) 0.950 (0.047) L ~ U(-1,1)

8> (Root, measurement error) 0.336 (0.070) 0.962 (0.011) 0.935 (0.013) 8> ~ U(-1,1)

F>  (Std. error, > innovations) 0.011 (0.001) 1.277 (0.389) 1.312 (0.264) ln(F>) ~ N(0,20)

Foreign Demand Elasticities (Quintiles only)

0f,Q1 (Demand elasticity, quintile 1) 8.020 (2.907) 12.098 (13.881) 10.289 (12.032) ln(0f-1) ~ N(2,1)

0f,Q2 (Demand elasticity, quintile 2) 12.282 (13.351) 12.974 (18.682) 12.314 (8.330) ln(0f-1) ~ N(2,1)

0f,Q3 (Demand elasticity, quintile 3) 17.866 (11.089) 14.139 (13.363) 13.780 (16.725) ln(0f-1) ~ N(2,1)

0f,Q4 (Demand elasticity, quintile 4) 37.189 (25.331) 24.604 (27.253) 36.279 (32.844) ln(0f-1) ~ N(2,1)

Dynamic Discrete Choice Parameters
 (Sunk cost, size class 1) 63.690 (1.934) 62.223 (3.345) 61.064 (2.628) ~ N(0, 500)

 (Sunk cost, size class 2) 52.615 (4.398) 50.561 (5.043) 59.484 (2.361) ~ N(0, 500)

(F (Fixed cost) -0.610 (1.042) 1.635 (0.983) 1.372 (1.340) (F  ~ N(0, 500)

Fg1 (Std. error, g1) 12.854 (6.171) 7.517 (4.109) 32.240 (8.382) ln(Fg1) ~ N(0,20)
Fg2 (Std. error, g2) 30.627 (7.831) 32.432 (3.196) 17.630 (4.737) ln(Fg2) ~ N(0,20)

Initial Conditions Parameters

"0  (intercept) -3.559 (6.523) -13.693 (7.069) -40.811 (21.379) .0  ~ N(0,500)

"1 (domestic size dummy) 16.484 (9.965) 25.868 (11.959) 23.397 (14.762) .1  ~ N(0,500)

"2 (x1) 29.388 (11.675) -18.028 (11.658) 31.603 (18.165) .2  ~ N(0,500)

"3 (x2) 3.451 (4.861) 8.908 (5.710) 16.561 (15.519) .3 ~ N(0,500)



Table II

 Entry Rates, Exit Rates, and Export Market Participation Rates

(10th and 90th percentile bounds in parentheses)

Knitting Mills Leather Products Basic Chemicals

predicted
(lower, upper)

actual predicted
(lower, upper)

actual predicted
(lower, upper)

actual

Exporter Turnover Rates 

Entry
Rate

0.038
(0.025, 0.050)

0.041 0.047
(0.031, 0.063)

0.041 0.034
(0.020, 0.050)

0.028

Exit Rate 0.025
(0.016, 0.036)

0.020 0.028
(0.016, 0.044)

0.025 0.040
(0.028, 0.054)

0.035

Export Market Participation Rates

Exporting
 Rate 0.170

(0.118, 0.235)
0.163 0.592

(0.131, 0.278)
0.585 0.309

(0.254, 0.365)
0.325

Broken down by export revenue quartiles:

First
Quartile

0.047
(0.023, 0.071)

0.036 0.203
(0.131, 0.278)

0.139 0.097
(0.059, 0.140)

0.073

Second
Quartile

0.047
(0.023, 0.071)

0.040 0.131
(0.093, 0.175)

0.145 0.081
(0.055, 0.109)

0.086

Third
Quartile

0.031
(0.020, 0.053)

0.038 0.131
(0.093, 0.175)

0.142 0.061
(0.040, 0.078)

0.080

Fourth
Quartile

0.042
(0.028, 0.063)

0.046 0.114
(0.069, 0.162)

0.156 0.069
(0.040, 0.098)

0.091



Table III

 Export Revenue/Cost Ratios for Alternative Subsidy Plans

(means over 300 simulations)

        Knitting Mills    Leather Products    Basic Chemicals

Revenue Subsidies

2 Percent 19.23 11.81 11.17

5 Percent 15.67 9.94 9.56

10 Percent 10.09 7.74 7.52

Entry Cost Subsidies

25 Percent 2.03 -0.54 -.068

50 Percent 1.02 -0.67 -0.49

100 Percent 0.14 -0.26 -0.23

Fixed Cost Subsidy

2 Million Pesos 3.96 2.22 2.66

10 Million Pesos 0.99 0.68 0.69



 Figure 1 - Plant Export Value and Sunk Entry Costs



Figure 2 - Probability of Exporting Conditional on Plant History



Figure 3 - Option Value for Non-exporting Plants



Figure 4 - Export Response to a Correctly Perceived 20% Devaluation



Figure 5 -  Response to a Perceived versus Unperceived Regime Shift:
20 Percent Steady State Devaluation, Knitting Mills


